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### 0.1 States and Effects

Almost all treatments of quantum mechanics agree in ascribing fundamental importance to the notions of "state" and "observable". The physical interpretation of these notions, however, differs considerably from one author to another. The discussion of as many as possible of these different points of view is not the subject of the present investigation, in view of both the limited space available and the insufficient familiarity of the author with most of them.

We prefer instead to follow here as closely as possible one particular interpretation of quantum mechanics, which has been elaborated by Ludwig and his school [2], and which the present author considers to be particularly satisfactory. A detailed exposition of Ludwigs theory would still go far beyond the limits of space available here. We shall try to sketch some of the main ideas only, and to encourage any reader who is interested in more details to consult the original literature quoted above.

Another reason for not entering a detailed discussion of various interpretations of quantum mechanics is our conviction that the more technical parts of the present work, if suitably reformulated, are compatible with most or even all of them. We thus believe that even a reader who disagrees completely with the interpretation proposed here many profit from the following investigations, even if the burden of reinterpreting our results in terms of his preferred interpretation of quantum mechanics is entirely left to himself.

According to Ludwig, any physical theory is in some sense to be interpreted "from outside", i.e., in terms of "pretheories" not belonging to the theory in question itself. For quantum mechanics in particular, these "pretheories" belong to the realm of classical physics, and describe the construction and application of macroscopic preparing and measuring instruments. A similar point of view has been advocated by Bohr, who repeatedly stressed the importance of the classical nature of measuring instruments for the understanding of quantum mechanics.

Such statements should not be misinterpreted to mean that the behavior of macroscopic instruments can always be understood completely in terms of classical theories such as, e.g., mechanics and electrodynamics. If this were true, quantum mechanics would never have been invented. Indeed, quantum mechanics just serves to describe some particular behavior of macroscopic instruments which can not be explained classically.

It is maintained, however, that the construction and application of instruments can be - and, in practice, always are - described in purely classical terms, without any reference to quantum mechanics. Moreover, in the same spirit, typical changes occurring in such instruments during "measurements", such as, e.g., the discharge of a counter, are accepted as objectively real events, in much the
same "naive" way in which experimentalists always accept such occurrences in practice, and as we all do in everyday life. The physical interpretation of quantum mechanics is then formulated entirely in terms of such instruments and events, and thus ultimately rests on ascribing "objective reality" to (at least) the macroscopic world surrounding us. In this respect the present interpretation of quantum mechanics profoundly disagrees with certain other, interpretations, ascribing, e.g., a decisive role to human consciousness in the creation of observable events. It is in fact one of the main motivations of Ludwig's theory to show that quantum mechanics, with all its subtleties, can be formulated and interpreted consistently without such radical changes in our everyday concept of physical reality. (Nevertheless, this "naive" concept has to be refined considerably to cover, finally, such "things" as atoms or electrons. This problem has also been analyzed by Ludwig, but the results of this deep analysis cannot even be sketched here).

According to the point of view adopted here, the fundamental notions of quantum mechanics have thus to be defined operationally in terms of macroscopic instruments and prescriptions for their application. A preliminary notion of "state" is then most simply given in terms of preparing instruments. Experience tells us that suitably constructed instruments can be used to produce ensembles - in principle arbitrarily large - of single microsystems of the particular type considered (e.g., electrons). Ascribing something like a "state" to such an ensemble is then, at this lowest level of the theory, just a short-hand notation for the applied preparation procedure. We introduce, for this purpose, the notion of a "prestate". A prestate is thus specified by the technical description of the preparing instrument and its mode of application. Such a specification is abbreviated here by using labels $w$ for prestates; accordingly, the same label $w$ shall also be used to denote the applied preparing instrument - or rather, the entire preparation procedure - itself. Two ensembles of microsystems are thus in different prestates, $w_{1} \neq w_{2}$, if and only if they are produced by different preparing procedures.

Another empirical fact is the existence of so called measuring instruments, which are capable of undergoing macroscopically observable changes due to ("triggered by") their interaction with single microsystems. The simplest type of measuring instrument is one on which just a single change may be triggered. For instance, an originally charged counter may be found either still charged or discharged, after it has been exposed to an electron emitted by some preparing apparatus. (The result will depend, loosely speaking, on the efficiency of the counter, and on whether or not the electron "hits" it). Instruments of this type perform so called yes-no measurements: calling the observable change of the instrument an "effect", one usually defines the result of a single measurement to be "yes" if the effect occurs, and "no" if the effect does not occur. It is equally possible, however, and sometimes even appropriate, to associate "yes" with the non-occurrence of the effect, and vice versa. (With its reading reinterpreted in this way, the apparatus then performs a different - although closely related -
yes-no measurement).
For many purposes it is more convenient to associate "measured values" 1 and 0 with the results "yes" and "no", respectively. With this convention, yes-no measurements fit into a broader class of measurements, involving also instruments with, e.g., a movable pointer on a scale, which in general contains more than only two possible measured values. However, such more complicated instruments - and the general notion of "observables" connected with them - need not be considered when we first discuss the basic facts of quantum mechanics. It is indeed well known that the measurement of any observable can be interpreted, in a standard way, as a combination of yes-no measurements. The latter are thus not only simple prototypes of measurements, but also the elementary building blocks for more general ones. We shall return to this point in Section 1.6 .

An instrument performing yes-no measurements is called an effect apparatus, and shall also be symbolized here by some letter, usually $f$. As in the case of preparing instruments, this label $f$ stands for a complete technical description of the apparatus, including the instructions for its application and its reading.

Assume now a preparing instrument $w$ produces a single microsystem, which then interacts with an effect apparatus $f$, leading in turn either to the occurrence or the non-occurrence of the corresponding effect on the apparatus $f$. Call this a "single experiment", and assume such single experiments, with given $w$ and $f$, to be repeated $N$ times. (Keeping $w$ and $f$ fixed means, of course, to use the same or at least identically constructed instruments in all single experiments). We may then also say that the effect apparatus $f$ has been applied to an ensemble of $N$ microsystems in the prestate $w$.

The effect apparatus $f$ will yield the answer "yes" in $N_{+}$single experiments, and "no" in the remaining $N_{-}=N-N_{+}$cases. In general, $N_{+}$will be neither $N$ nor zero; i.e., the outcome of a single experiment will not be determined completely by the instruments $w$ and $f$. Nevertheless, in each series of $N$ single experiments with given $w$ and $f$ the fraction $N_{+} / N$ comes out roughly the same, if only $N$ is sufficiently large, such that $N_{+} / N$ approaches a definite limit $\tilde{\mu}(f, w)$ for very large $N$. Thus experience tells us that effect apparatuses $f$ are triggered with reproducible relative frequencies $\tilde{\mu}(f, w)$ by microsystems prepared in a prestate $w$. Deviations of the observed values of $N_{+} / N$ from $\tilde{\mu}(f, w)$ can then be interpreted as statistical errors due to the finiteness of $N$.

This most crucial fact is the empirical basis for the statistical laws of quantum mechanics. In accordance with the usual terminology, we call $\tilde{\mu}(f, w)$ the "probability" for the triggering of the effect apparatus $f$ in the prestate $w$. Whenever the notion of "probability" occurs in the present interpretation of quantum mechanics, it has to be understood as synonymous with "relative frequency", as in the particular case of $\tilde{\mu}(f, w)$ just considered. Since $N_{+} / N$ is also the average
of the measured values 1 (yes) and 0 (no) obtained in $N$ single experiments, we may also call $\tilde{\mu}(f, w)$ the expectation value of the $f$ measurement in the prestate $w$.

Every experimentalist knows that some minor technical details of a preparing instrument $w$ or an effect apparatus $f$ may be changed without affecting their statistical behavior, as expressed by the probability function $\tilde{\mu}(f, w)$. But even two completely different preparing instruments $w_{1}$ and $w_{2}$ may give rise to the same probabilities for the triggering of arbitrary effect apparatuses $f$; i.e.,

$$
\begin{equation*}
\tilde{\mu}\left(f, w_{1}\right)=\tilde{\mu}\left(f, w_{2}\right) \text { for all } f \tag{0.1.1}
\end{equation*}
$$

Likewise, there certainly exist (slightly, or even completely, different) effect apparatuses $f_{1}$ and $f_{2}$, such that

$$
\begin{equation*}
\tilde{\mu}\left(f_{1}, w\right)=\tilde{\mu}\left(f_{2}, w\right) \text { for all } w \tag{0.1.2}
\end{equation*}
$$

i.e., $f_{1}$ and $f_{2}$ are triggered with equal probabilities in arbitrary prestates $w$. If, as usual, we restrict our attention to the probabilities $\tilde{\mu}(f, w)$, as the basic quantities for the formulation of the statistical laws of quantum mechanics, then any differences between two preparing instruments or effect apparatuses which do not affect these probabilities become inessential. Accordingly, two prestates $w_{1}$ and $w_{2}$ satisfying (1.1.1), as well as two effect apparatuses $f_{1}$ and $f_{2}$ satisfying (1.1.2), are defined to be equivalent. If thus read as equivalence relations, Eqs. (1.1.1) and (1.1.2) define equivalence classes $W$ and $F$ of preparing instruments (prestates) $w$ and effect apparatuses $f$, respectively. All instruments $w$ or $f$ in a given equivalence class $W$ or $F$ thus behave "statistically", with respect to the probabilities $\tilde{\mu}(f, w)$, in the same way. An equivalence class $W$ is called a state, as usual, whereas - in accordance with Ludwig's terminology - we call an equivalence class $F$ an effect. An ensemble of $N$ microsystems, prepared by an instrument $w$ in the equivalence class $W$, is called an ensemble in the state $W$, whereas an effect apparatus $f$ in the equivalence class $F$ is said to measure the effect $F$. By definition of these equivalence classes, the function $\tilde{\mu}(f, w)$ gives rise to a new function $\mu(F, W)$, called the probability for the occurrence of the effect $F$ in the state $W$, as defined by

$$
\begin{equation*}
\mu(F, W)=\tilde{\mu}(f, w) \tag{0.1.3}
\end{equation*}
$$

with $f \in F$ and $w \in W$. By (1.1.1) and (1.1.2), this definition does not depend on the choice of particular representatives $f$ of $F$ and $w$ of $W$ on the right hand side of (1.1.3). Denoting the sets of states $W$ and effects $F$ by $K$ and $L$, respectively, (1.1.3) thus defines a function $u$ on I. X K. According to its physical meaning, this function obviously satisfies

$$
\begin{equation*}
0 \leq \mu(F, W) \leq 1 \tag{0.1.4}
\end{equation*}
$$

for all $F \in L$ and all $W \in K$. Moreover, (1.1.3) and the definitions (1.1.1) and (1.1.2) of the equivalence classes $W$ and $F$ also imply that

$$
\begin{equation*}
W_{1}=W_{2} \text { iff } \mu\left(F, W_{1}\right)=\mu\left(F, W_{2}\right) \text { for all } F \in L \tag{0.1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{1}=F_{2} \text { iff } \mu\left(F_{1}, W\right)=\mu\left(F_{2}, W\right) \text { for all } W \in K \tag{0.1.6}
\end{equation*}
$$

This means, in particular, that ensembles in different states $W_{1} \neq W_{2}$, as well as apparatuses measuring different effects $F_{1} \neq F_{2}$, lead to a different "statistics", and can thus be distinguished experimentally.

One of the main goals of Ludwig's approach is the derivation of the mathematical structure of quantum mechanics from suitable and physically meaningful postulates for the sets $K$ and $L$ and the probability function $\mu$. (The classical example for such an "axiomatic" approach is thermodynamics, as based on the first and second law.) Again there is no room here to discuss this in any detail. (See [2].) Rather than deriving the usual Hilbert space formalism of quantum mechanics, we shall thus take for granted here that the basic quantities and relations of the theory may be represented mathematically in terms of operators on a (complex, separable) Hilbert space $H$, which we call the state space of the system considered. By restricting, moreover, our attention to sufficiently "simple" systems (like, e.g., single electrons), we shall also avoid possible complications which otherwise could arise from superselection rules. Accordingly, we shall assume - as usual - that
(i) states may be represented by density operators $W$ on $H$,
(ii) projection operators $E$ on $H$ represent effects, and
(iii) the probability for the occurrence of such an effect $E$ in a state $W$ is given by

$$
\begin{equation*}
\mu(F, W)=\operatorname{tr}(E W) \tag{0.1.7}
\end{equation*}
$$

with $t r$ denoting the operator trace.
For simplicity of notation, we have avoided the introduction of different symbols for states and effects on the one hand, and the operators on $H$ representing them on the other hand. Thus, in (i), (ii), and on the right hand side of (1.1.7), W and $E$ denote operators, whereas in (iii) and on the left hand side of (1.1.7) the same letters stand for the corresponding physical quantities (i.e., equivalence classes of instruments).

Statement (i) shall mean, more precisely, that to every state there corresponds a unique density operator, and vice versa. With this assumption, the set $K$ of states may be identified with the set $K(H)$ of density operators on $H$, i.e., of non-negative (and thus) Hermitian operators $W$ with unit trace:

$$
\begin{equation*}
W=W^{*} \geq 0 \quad, \quad \operatorname{tr} W=1 \tag{0.1.8}
\end{equation*}
$$

$K(H)$ is a subset of the trace class $B(H)_{1}$, consisting of all operators $T$ on $H$ for which the trace norm

$$
\begin{equation*}
\|T\|_{1}=\operatorname{tr}\left[\left(T^{*} T\right)^{1 / 2}\right] \tag{0.1.9}
\end{equation*}
$$

is finite. For the properties of $B(H)_{1}$ - to be used later on - see, e.g., [3], Ch. 1 , or As a subset of $B(H)_{1}$ - or alternatively, of its Hermitian part $B(H)_{1}^{h}$, consisting of all Hermitian trace class operators - $K(H)$ is convex; i.e., with $0 \leq \lambda \leq 1$ and $W_{1}, W_{2} \in K(H)$,

$$
\begin{equation*}
W=\lambda W_{1}+(1-\lambda) W_{2} \tag{0.1.10}
\end{equation*}
$$

also belongs to $K(H)$. Physically, this expresses the possibility of state mixing. Assume an ensemble of $N \gg 1$ systems to be prepared by using $N_{1}=\lambda N$ times a preparing instrument $w_{1}$ and $N_{2}=(1-\lambda) N$ times another one, $w_{2}$. A prescription of this type, with $\lambda, w_{1}$ and $w_{2}$ fixed, defines a new preparation procedure $w$, called the mixing of the prestates $w_{1}$ and $w_{2}$ with relative weights $\lambda$ and $1-\lambda$. If an effect apparatus $f$ is applied to the ensemble, it will be triggered $\tilde{\mu}\left(f, w_{1}\right) N_{1}$ times by the subensemble prepared by the instrument $w_{1}$, and $\tilde{\mu}\left(f, w_{2}\right) N_{2}$ times by the $N_{2}$ systems prepared by the instrument $w_{2}$. Thus the probability for the triggering of $f$ in the mixed prestate $w$ is

$$
\begin{aligned}
\tilde{\mu}(f, w) & =\tilde{\mu}\left(f, w_{1}\right) N_{1}+\tilde{\mu}\left(f, w_{2}\right) N_{2} \\
& =\lambda \tilde{\mu}\left(f, w_{1}\right)+(1-\lambda) \tilde{\mu}\left(f, w_{2}\right)
\end{aligned}
$$

This relation implies that replacing $w_{1}$ and $w_{2}$ by equivalent $w_{1}^{\prime}$ and $w_{2}^{\prime}$ leads to a $w^{\prime}$ equivalent to $w$, and that an analogous relation also holds true for equivalence classes:

$$
\begin{equation*}
\tilde{\mu}(F, W)=\lambda \tilde{\mu}\left(F, W_{1}\right)+(1-\lambda) \tilde{\mu}\left(F, W_{2}\right) \tag{0.1.11}
\end{equation*}
$$

If applied, in particular, to effects described by projection operators $E$, the last relation, together with (1.1.7), leads to

$$
\begin{align*}
\operatorname{tr}(E W) & =\lambda \operatorname{tr}\left(E W_{1}\right)+(1-\lambda) \operatorname{tr}\left(E W_{2}\right) \\
& =\operatorname{tr}\left[E\left(\lambda W_{1}+(1-\lambda) W_{2}\right)\right] \tag{0.1.12}
\end{align*}
$$

As $E$ is arbitrary, this implies (1.1.10). (Take, e.g., $E=|f\rangle\langle f|$, the projection operator onto the one-dimensional subspace spanned by an arbitrary unit vector $f \in H$. Then (1.1.12) becomes $(f, A f)=0$, with $A=W-\lambda W_{1}-(1-\lambda) W_{2}$. Since $A$ is linear, we also have $(f, A f)=0$ for vectors $f$ of arbitrary length, and the polarization identity

$$
\begin{align*}
4(f, A g)= & ((f+g), A(f+g))-((f-g), A(f-g)) \\
& +i((f-i g), A(f-i g))-i((f+i g), A(f+i g)) \tag{0.1.13}
\end{align*}
$$

yields $(f, A g)=0$ for all $f, g \in H$, i.e., $A=0)$.
A state $W$ satisfying (1.1.10) is thus called, in view of this physical interpretation, a mixture of the states $W_{1}$ and $W_{2}$. States $W$ which are not proper mixtures, i.e., which can not be represented in the form (1.1.10) with $W_{1} \neq W_{2}$
and $0<\lambda<1$, are called pure states. A pure state, as is well-known, corresponds to a one-dimensional projection operator,

$$
\begin{equation*}
W=|f\rangle\langle f| \quad, \quad\|f\|=1 \tag{0.1.14}
\end{equation*}
$$

and is usually represented by the unit ray $\left\{e^{i \alpha} f\right\}$ spanned by the "state vector" $f$. In this case, Eq. (1.1.7) reads

$$
\begin{equation*}
\mu(E, W)=(f, E f) \tag{0.1.15}
\end{equation*}
$$

Although sufficient for many purposes, it is nevertheless not very satisfactory to restrict the discussion of quantum states to pure states only. For even by disregarding as "artificial" preparation procedures like the above-described state mixing, one would not get rid of state mixtures, since there are also "simple" preparation procedures, with single instruments, which nevertheless do not produce pure states.

Statement (ii) above is meant here to imply that every projection operator $E$ on $H$ describes an effect. Usually one also assumes that, vice versa, every yes-no measurement can be described by a projection operator $E$ on $H$. As we shall see, however, there are good reasons to modify this assumption by admitting a larger set $L(H)$ of operators $F$ on $H$ as describing effects. This set $L(H)$ consists of all operators $F$ which are non-negative and (therefore) Hermitian, and bounded from above by the unit operator:

$$
\begin{equation*}
0<F=F^{*}<1 \tag{0.1.16}
\end{equation*}
$$

The set of projection operators $E$ is a proper subset of $L(H)$. Statement (iii) is then generalized to arbitrary effects $F$ by requiring

$$
\begin{equation*}
\mu(F, W)=\operatorname{tr}(F W) \tag{0.1.17}
\end{equation*}
$$

for all effects $F \in L \equiv L(H)$ and all states $W \in K \equiv K(H)$.
The set $L(H)$ is also convex, i.e., containing with $F_{1}$ and $F_{2}$ also

$$
\begin{equation*}
F=\lambda F_{1}+(1-\lambda) F_{2} \tag{0.1.18}
\end{equation*}
$$

for all real $\lambda$ between 0 and 1. A particular effect apparatus $f$ corresponding to such an effect $F$ could be obtained, as in the analogous case of Eq. (1.1.10), by "mixing" two effect apparatuses $f_{1}$ and $f_{2}$ corresponding to the effects $F_{1}$ and $F_{2}$, respectively. Applying the "mixed" apparatus $f$ to an ensemble of $N$ microsystems means that $\lambda N$ times the apparatus $f_{1}$, and $\left.(1-\lambda)\right) N$ times the apparatus $f_{2}$ has to be applied. Since the set of projection operators is not convex, such "mixing" of effects would not be allowed if every effect, as in the usual formulation of quantum mechanics, were to be described by a projection operator. Now, indeed, the above prescription for measuring the effect (1.1.17) does not look very natural, so that one might still hope that at least all sufficiently "simple" effect apparatuses correspond to projection operators.

As we shall try to show later on, however, this hope is not justified. On the contrary, projection operators describe only very particular effects - called "decision effects" by Ludwig [2] - which more- over are rather unlikely to be realized at all in actual experiments. In this respect, the convex set $L(H)$ of effects is quite similar to the convex set $K(H)$ of states, which also contains, as a non-convex subset, the set of pure states. But whereas in the latter case there is general agreement that the pure states form only a subset of $K(H)$, and that many actual preparing instruments - or perhaps even most of them - yield proper mixtures rather than pure states, corresponding statements about the particular role of the decision effects (projection operators) in $L(H)$ are much less popular.

Pure states can be characterized operationally by the fact that they cannot be prepared as proper state mixtures (see above). One might then ask whether and how, similarly, the decision effects $E$ could be distinguished physically from more general effects $F$ in $L(H)$. According to Ludwig [2], decision effects are indeed distinguished as the "most sensitive" effects in suitable subsets of $L(H)$. We shall not discuss this here, but will discover another characteristic property of decision effects in Section 6.

### 0.2 Operations

We shall now introduce, as another fundamental notion, the new concept of an "operation". Like "state" and "effect", this concept shall also be defined operationally. It was first used in quantum theory by Haag and Kastler [5].

Assume an ensemble of $N \gg 1$ microsystems has been prepared by a preparing instrument $w$, so that the ensemble is in the corresponding state $W$. Assume, moreover, that an effect apparatus $f$ is applied to each microsystem, and that each microsystem is still present - and thus available for further experiments after its interaction with the apparatus $f$.
(Actually there are many instruments $f$, which do not satisfy this assumption, but instead "absorb" or "destroy" the microsystem. To such instruments the subsequent discussion does not apply. On the other hand, there are many effect apparatuses $f$ as well which act "non-destructively" in the above sense. As a given effect $F$ can be measured by many different instruments $f$ in the corresponding equivalence class, it appears even reasonable to expect that every effect $F$ may be measured "non-destructively" by a suitable apparatus $f$ ).

In the situation described, it is allowed to consider the $N$ microsystems after their interaction with the apparatus $f$ as a new ensemble, and to ascribe to this ensemble a quantum state $\tilde{W}$, which in general will be different from the original state $W$ as prepared by the instrument $w$. This just amounts to considering the combination of the original preparing instrument $w$ and the given effect
apparatus $f$ as a single new preparing instrument $\tilde{w}$, which then belongs to a certain equivalence class of preparing instruments defining the new state $\tilde{w}$. This state, clearly, depends on both the preparing instrument $w$ and the effect apparatus $f$ constituting the new preparing instrument $\tilde{w}$.

We will show, however, that combining the given effect apparatus $f$ with another preparing instrument $w^{\prime}$ equivalent to $w$ leads to a new preparing instrument $\tilde{w}^{\prime}$ equivalent to $w$ - or, in other words: that the new state $\tilde{W}$ depends on $f$ and the equivalence class of $w$ (i.e., the initial state $W$ ) only. To show this, assume $\tilde{w}$ and $\tilde{w}^{\prime}$ to be inequivalent. Accordingly, there exists at least one effect apparatus $g$, such that

$$
\tilde{\mu}(f, \tilde{w}) \neq \tilde{\mu}\left(f, \tilde{w}^{\prime}\right)
$$

It is perfectly legitimate, however, to consider the combination of the instruments $f$ and $g$ as another apparatus $h$, which is defined to give the result "yes" ("no") if its " $g$ part" is triggered (not triggered), irrespective of the response of its " $f$ part". If reformulated in terms of this effect apparatus $h$, the above inequality becomes

$$
\tilde{\mu}(h, \tilde{w}) \neq \tilde{\mu}\left(h, \tilde{w}^{\prime}\right)
$$

which is a contradiction since $w$ and $w^{\prime}$ are equivalent.
Whereas thus the new state $\tilde{W}$ depends on the initial preparing instrument $w$ only through its equivalence class, the analogous statement for the effect apparatus $f$ does not hold. Indeed, different apparatuses $f$ within the same equivalence class commonly yield different states $\tilde{W}$, as will be shown later.

An apparatus $f$ applied in the way just described, thereby transforming a given ensemble of $N$ systems in some initial state $W$ into another ensemble - again consisting of $N$ systems - in a new state $\tilde{W}$ depending on $f$ and $W$, is said to perform a non-selective operation. Keeping the apparatus $f$ fixed and varying the initial state $W$ to which it is applied, a non-selective operation thus generates a certain mapping

$$
\begin{equation*}
\tilde{\phi}: W+\tilde{W}=\tilde{\phi} W \tag{0.2.1}
\end{equation*}
$$

of the set $K(H)$ of normalized density operators (states) into itself. The mapping $\tilde{\phi}$ thus describes all possible state changes induced by the given effect apparatus $f$. As the mathematical counterpart of the physical procedure described above, this mapping $\tilde{\phi}$ will also be called here a "non-selective operation".

By using the same effect apparatus $f$ in a slightly different way, one can also perform a selective operation, defined operationally as follows. When applied to an ensemble of $N \gg 1$ systems in a state $W$, the apparatus $f$ will be triggered in $N_{+}=\tilde{\mu}(f, w) N$ cases. By selecting, after their interaction with the apparatus $f$, the $N_{+}$microsystems which have triggered $f$, while disregarding the remaining $N_{-}=N-N_{+}$systems, we arrive at another ensemble, now consisting of $N_{+}$microsystems. (With $N, N_{+}$can also be made arbitrarily large
unless $\tilde{\mu}(f, w)=0$, an exceptional case to be considered separately). This ensemble is also in a well-defined new state $W$, depending again on both applied instruments, $w$ and $f$, since as above the combination of the instruments $w$ and $f$ - now applied in a somewhat different way, however - may be considered as a new preparing instrument $\hat{w}$ belonging to a well-defined equivalence class $\hat{W}$.

As before, the new state $\hat{W}$ depends on the equivalence class $W$ of $w$ only, rather than on the particular $w$ chosen from it. To show this, consider the application of an arbitrary effect apparatus $g$ to the $N_{+}$systems prepared by the procedure $\hat{W}$. Denoting by $N_{++}$the number of cases in which the apparatus $g$ is triggered by this ensemble, we have by definition

$$
\begin{equation*}
\tilde{\mu}(g, \hat{w})=N_{++} / N_{+} \tag{0.2.2}
\end{equation*}
$$

Consider again the combination of the effect apparatuses $f$ and $g$ as a new effect apparatus $h$, but define now the effect to be measured by $h$ to occur if and only if both the $f$ and $g$ part of the combined apparatus are triggered. Since thus used in a different way, the combination of $f$ and $g$ now becomes an effect apparatus $\hat{h}$ which is different from the apparatus $h$ considered above. (For a more detailed discussion of combined yes-no measurements see Section 6.) In a single experiment of the kind considered, the successive triggering of both the $f$ and $g$ apparatus may be interpreted either as a triggering of $g$ by system prepared by the procedure $\hat{w}$, or else as a triggering of $h$ by system prepared by the instrument $w$. The first interpretation corresponds to Eq. (1.2.2), whereas the second one yields the relation

$$
N_{++}=\tilde{\mu}(\hat{h}, w) N
$$

Since

$$
N_{+}=\tilde{\mu}(f, w) N
$$

we may rewrite (1.2.2) in the form

$$
\begin{equation*}
\tilde{\mu}(g, \hat{w})=\tilde{\mu}(\hat{h}, w) / \tilde{\mu}(f, w) \tag{0.2.3}
\end{equation*}
$$

The right hand side of this is unchanged if $w$ is replaced by any arbitrary $w^{\prime}$ in the same equivalence class $W$. Therefore $\tilde{\mu}(g, \hat{w})$ also unchanged, for arbitrary $g$; i.e., this replacement leads to the same sate $\hat{W}$.

If $\tilde{\mu}(f, w)=0$, we have $N_{+}=\tilde{\mu}(f, w) N=0$ as well; i.e., the combined use of $w$ and $f$ according to the selection prescription described above does not really lead to a preparation procedure $\hat{w}$. Accordingly, a "new state" $\hat{W}$ resulting from the "selective operation" can not and need not - be defined in this case.

In contrast to a non-selective operation, a selective operation, applied to $N$ microsystems in a state $W$, does not always lead to $N$ but in general only to $N_{+}<N$ systems in the new state $\hat{W}$. The fraction $N_{+} / N$ is called - quite legitimately, of course - the transition probability of the state change $W \rightarrow \hat{W}$.
(If $N_{+}=0$, no final state $\hat{W}$ exists, and the "transition probability" is zero.) As this transition probability coincides, by definition of the selection procedure, with the probability $\tilde{\mu}(f, w)=\mu(F, W)$ of the effect $F$ in the initial state $W$, it depends on the effect apparatus $f$ up to equivalence only. As already stated above for non-selective operations, however, a corresponding statement for the final state $\hat{W}$ itself will turn out to be wrong.

Mathematically, a selective operation could be identified with the mapping $W \rightarrow \hat{W}$ of initial into final states induced by it, as we did before for a nonselective operation. This would have some disadvantages, however. First, such a mapping would not be defined on all of $K((H)$, since $\hat{W}$ does not exist if $\tilde{\mu}(f, w)=\mu(F, W)=0$. Second, this mapping would not specify the transition probabilities, which therefore would have to be given separately. We therefore associate with a selective operation a slightly different mapping $\phi$ - also called a "selective operation" in the following - which is defined, for arbitrary initial states $W \in K(H)$, by

$$
\phi W= \begin{cases}\mu(F, W) \hat{W} & \text { if } \mu(F, W) \neq 0  \tag{0.2.4}\\ 0 & \text { if } \mu(F, W)=0\end{cases}
$$

in terms of the final states $\hat{W}$ and the transition probabilities $\mu(F, W)$. Since $\operatorname{tr} \hat{W}=1$ by definition, both the transition probability

$$
\begin{equation*}
\mu(F, W)=\operatorname{tr}(\phi W) \tag{0.2.5}
\end{equation*}
$$

and - if it exists - the final state

$$
\begin{equation*}
\hat{W}=\phi W / \operatorname{tr}(\phi W) \tag{0.2.6}
\end{equation*}
$$

can then be calculated for an arbitrary initial state $W$ from the mapping $\phi$.
According to its definition (1.2.4), $\phi$ does not map the set of states $K(H)$ into itself, but rather into the set $B(H)_{1}^{+}$of non-negative (and thus Hermitian) trace class operators (or "unnormalized" density operators) with $\operatorname{tr}(\phi W)<1$. In view of the additional physical information provided by Eq. (1.2.5), however, this is an advantage rather than a disadvantage. The most important motivation for the definition (1.2.4) is, however, that $\phi$ is convex-linear, i.e., satisfying

$$
\begin{equation*}
\phi\left(\lambda W_{1}+(1-\lambda) W_{2}\right)=\lambda \phi W_{1}+(1-\lambda) \phi W_{2} \tag{0.2.7}
\end{equation*}
$$

for arbitrary $W_{1}, W_{2} \in K(H)$ and all real $\lambda$ with $0 \leq \lambda \leq 1$.
For the proof of (1.2.7), assume first that the transition probabilities $\operatorname{tr}\left(\phi W_{1}\right)$ and $\operatorname{tr}\left(\phi W_{2}\right)$ are both non-vanishing. As already discussed in Section 1, an ensemble of $N$ systems in the mixed state

$$
W=\lambda W_{1}+(1-\lambda) W_{2}
$$

may be prepared by applying $\lambda N=N_{1}$ times an instrument $w_{1}$ preparing the state $W_{1}$, and $(1-\lambda) N=N_{2}$ times another instrument $w_{2}$ preparing $W_{2}$. (Since (1.2.7) is trivially satisfied for $\lambda=0$ or 1 , we also assume $0<\lambda<1$ ). Applying the selective operation $\phi$ in this particular case then amounts to replacing the preparing instruments $w_{1}$ and $w_{2}$ by $\hat{w}_{1}$ and $\hat{w}_{2}$, respectively, by adding to each of them the effect apparatus $f$ and the above selection prescription. The state $\hat{W}=\phi W / \operatorname{tr}(\phi W)$ of the ensemble after the operation $\phi$ is thus some mixture,

$$
\hat{W}=\hat{\lambda} \hat{W}_{1}+(1-\hat{\lambda}) \hat{W}_{2}
$$

of the states $\hat{W}_{1}=\phi W_{1} / \operatorname{tr}\left(\phi W_{1}\right)$ and $\hat{W}_{2}=\phi W_{2} / \operatorname{tr}\left(\phi W_{2}\right)$ prepared by $\hat{w}_{1}$ and $\hat{w}_{2}$, respectively.

The instrument $w_{1}$ prepares $N_{1}$ systems, $N_{1+}=\operatorname{tr}\left(\phi W_{1}\right) N_{1}$ of them surviving the selection procedure performed with the apparatus $f$, and thus leaving the preparing instrument $\hat{w}_{1}$. Similarly, $\hat{w}_{2}$ prepares $N_{2+}=\operatorname{tr}\left(\phi W_{2}\right) N_{2}$ systems. The final ensemble thus contains $N_{+}=N_{1+}+N_{2+}$ systems; so the transition probability of the state change $W \rightarrow \hat{W}$ is

$$
\operatorname{tr}(\phi W)=N_{+} / N
$$

Moreover, the weight factors in the mixed state $\hat{W}$ become

$$
\hat{\lambda}=\frac{N_{1+}}{N_{+}}=\frac{\operatorname{tr}\left(\phi W_{1}\right) N_{1}}{\operatorname{tr}(\phi W) N}=\frac{\operatorname{tr}\left(\phi W_{1}\right)}{\operatorname{tr}(\phi W)} \lambda
$$

and

$$
1-\hat{\lambda}=\frac{\operatorname{tr}\left(\phi W_{2}\right)}{\operatorname{tr}(\phi W)}(1-\lambda)
$$

This, finally, implies

$$
\begin{aligned}
\phi W & =\operatorname{tr}(\phi W)=\operatorname{tr}(\phi W)\left(\hat{\lambda} \hat{W}_{1}+(1-\hat{\lambda}) \hat{W}_{2}\right) \\
\quad \lambda & \operatorname{tr}\left(\phi W_{1}\right) \hat{W}_{1}+(1-\lambda) \operatorname{tr}\left(\phi W_{2}\right) \hat{W}_{2} \\
& =\hat{\lambda} \phi W_{1}+(1-\hat{\lambda}) \phi W_{2}
\end{aligned}
$$

i.e., Eq.(1.2.7).

The same result is also obtained in the exceptional cases

$$
\operatorname{tr}\left(\phi W_{1}\right) \neq 0 \quad, \quad \operatorname{tr}\left(\phi W_{2}\right)=0
$$

and

$$
\operatorname{tr}\left(\phi W_{1}\right)=\operatorname{tr}\left(\phi W_{2}\right)=0
$$

As $\phi W_{2}>0$ by definition, $\operatorname{tr}\left(\phi W_{2}\right)=1$ implies $\phi W_{2}=0$. In the first case we therefore get $N_{2+}=0$, and thus $\lambda=1$ and $\operatorname{tr}(\phi W)=N_{1+} / N=$ $\left(N_{1} / N\right)\left(N_{1+} / N_{1}\right)=\lambda \operatorname{tr}\left(\phi W_{1}\right)$, which implies (1.2.7) again.

In the second case we have $\phi W_{1}=\phi W_{2}=0$ and - since $N_{+}=0$, and thus $\operatorname{tr}(\phi W)=0-$ also $\phi W=0$, so that (1.2.7) holds trivially.

Before continuing with our investigation of the mathematical properties of the mapping $\phi$, we shall illustrate the general discussion by a specific example. In textbooks of quantum mechanics one usually finds some version of the "wave packet reduction formula", or "projection postulate", which in the language used here can be formulated as follows: If a decision effect $E$ is measured in an ensemble of $N$ systems in state $W$, then the $N_{+}=\operatorname{tr}(E W) N$ systems which have triggered the effect $E$ are, after the measurement, in the new state $\hat{W}=E W E / \operatorname{tr}(E W)$.

Since in the case considered the transition probability is $\operatorname{tr}(E W),(1.2 .4)$ leads to

$$
\begin{equation*}
\phi W=E W E \tag{0.2.8}
\end{equation*}
$$

The corresponding non-selective operation is

$$
\begin{equation*}
\tilde{\phi} W=E W E+(1-E) W(1-E) \tag{0.2.9}
\end{equation*}
$$

Namely, the projection postulate applied to the effect $1-E$, describing the nonoccurrence of $E$, implies that, after the measurement, the $N_{-}=\operatorname{tr}((1-E) W) N$ systems which have not triggered the effect $E$ are in the state $\hat{W}^{\prime}=(1-E) W(1-$ $E) / \operatorname{tr}((1-E) W)$. Therefore, if no selection is made, the state $\tilde{W}=\tilde{\phi} W$ after the $E$ measurement is a mixture of $\hat{W}$ and $\hat{W}^{\prime}$ with the weight factors $\operatorname{tr}(E W)$ and $\operatorname{tr}((1-E) W)$, respectively, and is thus given by (1.2.9).

It is commonly admitted that, in practice, there are also $E$ measurements which do not lead to the final states $\hat{W}$ or $\tilde{W}$ given by (1.2.8) and (1.2.9). For this reason, a measurement satisfying the projection postulate is sometimes called an "ideal measurement". We shall indeed show that such "ideal measurements" are only a very particular type of operations, and that actual measurements of decision effects $E$ are not very likely to be of this type. Besides this, to effects $F$ which are not decision effects Eqs. (1.2.8) and (1.2.9) would not be applicable anyway. Nevertheless, the examples (1.2.8) and (1.2.9) should be kept in mind as simple examples illustrating the general discussion, to which we now return.

By virtue of (1.2.7), the mapping $\phi: K(H) \rightarrow B(H)_{1}^{+}$can be extended in a unique way to a mapping - for simplicity also denoted by $\phi$ - of the grace class $B(H)_{1}$ into itself, which is complex-linear and positive. I.e., the extended mapping $\phi: B(H)_{1} \rightarrow B(H)_{1}$ satisfies

$$
\begin{equation*}
\phi(a T+b S)=a \phi T+b \phi S \tag{0.2.10}
\end{equation*}
$$

for all $T, S \in B(H)_{1}$ and all complex numbers $a$ and $b$; and

$$
\begin{equation*}
\phi T>0 \text { if } T>0 \tag{0.2.11}
\end{equation*}
$$

By (1.2.10) and (1.2.11) - or else by its explicit construction, cf. Eq. (1.2.18) below - $\phi$ is also real, i.e.,

$$
\begin{equation*}
\phi T^{*}=(\phi T)^{*} \tag{0.2.12}
\end{equation*}
$$

To see this, note that any Hermitian $T$ is of the form $T_{+}-^{\prime} T_{-}$with $t_{ \pm} \geq 0$. By (1.2.11), the operators $\phi T_{ \pm}$are $\geq 0$, and thus Hermitian, and by (1.2.10), then, $\phi T=\phi T_{+} \phi T_{-}$is also Hermitian. A non-Hermitian $T$ may be written as $T_{1}+i T_{2}$ with Hermitian $T_{1}$ and $T_{2}$, so that, again by (1.2.10),

$$
\phi T^{*}=\phi\left(T_{1}-i T_{2}\right)=\phi T_{1}-i \phi T_{2}=\left(\phi T_{1}+i \phi T_{2}\right)^{*}=(\phi T)^{*}
$$

Although the procedure of extending $\phi$ from $K(H)$ to $B(H)_{1}$ is quite standard, we shall sketch it here for the reader's convenience. It is done in three steps.

In a first step, the original mapping $\phi$ is extended to a mapping $\phi_{+}$of the cone $B(H)_{1}^{+}$of "unnormalized" density operators into itself, which is also convexlinear (or rather "positive-linear"); i.e.,

$$
\begin{equation*}
\phi_{+}\left(T+T^{\prime}\right)=\phi_{+} T+\phi_{+} T^{\prime} \tag{0.2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{+} a T=a \phi_{+} T \tag{0.2.14}
\end{equation*}
$$

for all $T, T^{\prime} \in B(H)_{1}^{+}$and all numbers $a>0$. To achieve this, set $\phi_{+} T=0$ if $T=0$, and

$$
\begin{equation*}
\phi_{+} T=\operatorname{tr} T \cdot \phi(T / \operatorname{tr} T) \tag{0.2.15}
\end{equation*}
$$

if $T \neq 0$, the last expression being well-defined since $T / \operatorname{tr} T \in K(H)$ if $0 \neq T \in$ $B(H)_{1}^{+}$. From this, (1.2.14) follows trivially. Moreover, with $T, T^{\prime} \in B(H)_{1}^{+}$ (and neither of them equal to zero, since otherwise (1.2.13) holds trivially), we get

$$
\begin{aligned}
V \underset{\text { df. }}{=\frac{T+T^{\prime}}{\operatorname{tr}\left(T+T^{\prime}\right)}} & =\frac{\operatorname{tr} T}{\operatorname{tr}\left(T+T^{\prime}\right)} \frac{T}{\operatorname{tr} T}+\frac{\operatorname{tr} T^{\prime}}{\operatorname{tr}\left(T+T^{\prime}\right)} \frac{T^{\prime}}{\operatorname{tr} T^{\prime}} \\
& =\lambda W+(1-\lambda) W^{\prime}
\end{aligned}
$$

with $V, W=T / \operatorname{tr} T$ and $W^{\prime}=T^{\prime} / \operatorname{tr} T^{\prime} \in K(H)$ and $0<\lambda<1$, so that, by (1.2.7) and (1.2.15),

$$
\begin{aligned}
\phi_{+}\left(T+T^{\prime}\right) & =\operatorname{tr}\left(T+T^{\prime}\right) \cdot \phi V=\operatorname{tr}\left(T+T^{\prime}\right)\left(\lambda \phi W+(1-\lambda) \phi W^{\prime}\right) \\
& =\operatorname{tr} T \cdot \phi W+\operatorname{tr} T^{\prime} \cdot \phi W^{\prime}=\phi_{=} T+\phi_{+} T^{\prime}
\end{aligned}
$$

which proves (1.2.13).
In a second step, the mapping $\phi_{+}$is extended to a real-linear mapping of the real space $B(H)_{1}^{h}$ of Hermitian trace class operators into itself. If $T=T^{*} \in B(H)_{1}^{h}$, we have $T=T_{+}-T_{-}$with $T_{ \pm} \in B(H)_{1}^{h}$; take, e.g., $t_{ \pm}=(|T| \pm T) / 2$ with
$|T|=\left(T^{2}\right)^{1 / 2}$. Such decompositions are not unique, however; e.g., with arbitrary $c>0$ we also have $T=(1+c) T_{+}-\left(T_{-}+c T_{+}\right)$. Nevertheless, $\phi_{r}$ defined by

$$
\begin{equation*}
\phi_{r} T=\phi_{+} T_{+}-\phi_{+} T_{-} \tag{0.2.16}
\end{equation*}
$$

with any of these decompositions of $T$ is unique. For, if $T=T_{+}-T_{-}=S_{+}+S_{-}$ with $T_{ \pm}, S_{ \pm} S i \in B(H)_{1}^{+}$, we have $T_{+}+S_{-}=S_{+}+T_{-} \in B(H)_{1}^{+}$and thus, by (1.2.13),

$$
\phi+\left(T_{+}+S_{-}\right)=\phi_{+} T_{+}+\phi_{+} S_{-}=\phi_{+}\left(S_{+}+T_{-}\right)=\phi_{+} S_{+}+\phi_{+} T_{-}
$$

or

$$
\phi_{+} T_{+}-\phi_{+} T_{-}=\phi_{+} S_{+}-\phi_{+} S_{-}
$$

There remains to prove real-linearity of $\phi_{r}$, i.e.,

$$
\begin{equation*}
\phi_{r}(a T)=a \phi_{r} T \quad, \quad \phi_{r}\left(T+T^{\prime}\right)=\phi_{r} T+\phi_{r} T^{\prime} \tag{0.2.17}
\end{equation*}
$$

for all $T, T^{\prime} \in B(H)_{1}^{h}$ and all real $a$. We have $a T=S_{+}-S_{-}$with

$$
S_{+}= \pm a T_{ \pm} \quad, \quad S_{-}= \pm a T_{\mp} \in B(H)_{1}^{h}
$$

the upper (lower) signs being valid if a i 0 (a; 0), and thus, with (1.2.14) and (1.2.16),

$$
\phi_{r}(a T) \&=\phi_{+} S_{+}-\phi_{+} S_{-}= \pm a \phi_{+} T_{ \pm} \mp a \phi_{+} T_{\mp}\left(\phi_{+} T_{+}-\phi_{+} T_{-}\right)=a \phi_{r} T
$$

Moreover, with the decomposition

$$
T+T^{\prime}=\left(T_{+}+T_{+}^{\prime}\right)-\left(T_{-}+T_{-}^{\prime}\right)
$$

we obtain from (1.2.13) and (1.2.16)

$$
\begin{aligned}
\phi_{r}\left(T+T^{\prime}\right) & =\phi_{+}\left(T_{+}+T_{+}^{\prime}\right)-\phi_{+}\left(T_{-}+T_{-}^{\prime}\right) \\
& =\phi_{+} T_{+}-\phi_{+} T_{-}+\phi_{+} T_{+}^{\prime}-\phi_{+} T_{-}^{\prime}=\phi_{r} T+\phi_{r} T^{\prime}
\end{aligned}
$$

Finally, $\phi_{r}$ is extended to a mapping $\phi_{c}$ of $B(H)_{1}$ into itself by defining, with the unique decomposition $T=T_{1}+i T_{2}$ of $T \in B(H)_{1}$ into Hermitian $T_{1}$ and $T_{2}$,

$$
\begin{equation*}
\phi_{c} T=\phi_{r} T_{1}+i \phi_{r} T_{2} \tag{0.2.18}
\end{equation*}
$$

With $T^{\prime}=T_{1}^{\prime}+i T_{2}^{\prime}$, and using (1.2.17), we then get

$$
\begin{align*}
\phi_{c}\left(T+T^{\prime}\right) & =\phi_{c}\left(T_{1}+T_{1}^{\prime}+i\left(T_{2}+T_{2}^{\prime}\right)\right) \\
& =\phi_{r}\left(T_{1}+T_{1}^{\prime}\right)+i \phi_{r}\left(T_{2}+i T_{2}^{\prime}\right) \\
& =\phi_{r} T_{1}+i \phi_{r} T_{2}+\phi_{r} T_{1}^{\prime}+i \phi_{r} T_{2}^{\prime} \\
& =\phi_{c} T+\phi_{c} T^{\prime} \tag{0.2.19}
\end{align*}
$$

Moreover, with real $\alpha$ and $\beta$,

$$
(\alpha+i \beta) T=\left(\alpha T_{1}-\beta T_{2}\right)+i\left(\alpha T_{2}+\beta T_{1}\right)
$$

and thus, again by (1.2.17),

$$
\begin{align*}
\phi_{c}((\alpha+i \beta) T) & =\phi_{r}\left(\alpha T_{1}-\beta T_{2}\right)_{i} \phi_{r}\left(\alpha T_{2}+\beta T_{1}\right) \\
& =\alpha \phi_{r} T_{1}-\beta \phi_{r} T_{2}+i \alpha \phi_{r} T_{2}+i \beta \phi_{r} T_{1} \\
& =(\alpha+i \beta)\left(\phi_{r} T_{1}+i \phi_{r} T_{2}\right) \\
& =(\alpha+i \beta) \phi_{c} T \tag{0.2.20}
\end{align*}
$$

Eqs. (1.2.19) and (1.2.20) are equivalent to (1.2.10), the complex-linearity of $\phi_{c}$.

If $T=T^{*}$, (1.2.18) yields $\phi_{c} T \equiv \phi_{r} T$. Likewise, (1.2.16) implies $\phi_{r} T=\phi_{+} T$ if $T \in B(H)_{1}^{+}$, and (1.2.15) implies $\phi_{+} T=\phi T$ if $T \in K(H)$. Thus $\phi_{+}, \phi_{r}$ and $\phi_{c}$ are really extensions of the original mapping $\phi=K(H) \rightarrow B(H)_{1}^{+}$.

Positivity of $\phi_{c}$ (Eq. (1.2.11)) follows immediately since $\phi_{c}$ reduces to $\phi_{+}$on $B(H)_{1}^{+}$, and $\phi_{+} T>0$ by (1.2.15). As announced before (and already done in (1.2.10) and (1.2.11)), we shall omit the suffix in $\phi_{c}$, thus identifying an operation with the extended mapping $\phi: B(H)_{1} \rightarrow B(H)_{1}$, from now on.

We shall now prove that the mapping $\phi$ is continuous with respect to the trace norm:

$$
\begin{equation*}
\|\phi T\|_{1} \leq C\|T\|_{1}, \text { with } C=\sup _{W \in K(H)} \operatorname{tr}(\phi W) \leq 1 \tag{0.2.21}
\end{equation*}
$$

We recall here the definition (1.1.9),

$$
\|T\|_{1}=\operatorname{tr}|T| \quad, \quad|T|=\left(T^{*} T\right)^{1 / 2}
$$

and some properties of the trace norm $\|\cdot\|_{1}$. (Compare [3], Ch. 1, and [4].) Denoting by $B(H)$ the algebra of all bounded operators on $H$ and by $\|\cdot\|$ the operator norm, we have

$$
|\operatorname{tr}(X T)| \leq\|X\|\|T\|_{1}
$$

for arbitrary $X \in B(H), T \in B(H)_{1}$, and

$$
\begin{gathered}
\|T\|_{1}=\sup _{\|X\|=1}|\operatorname{tr}(X T)| \\
\|X\|=\sup _{\|T\|_{1}=1}|\operatorname{tr}(X T)|=\sup _{W \in K(H)}|\operatorname{tr}(X W)|
\end{gathered}
$$

The existence of

$$
C=\sup _{W \in K(H)} \operatorname{tr}(\phi W)
$$

as required in (1.2.21), as well as the statement $C \leq 1$, follow immediately from the physical interpretation of $\operatorname{tr}(\phi W)$ as transition probability. (That $\operatorname{tr}(\phi W)$ is bounded from above, however, is already guaranteed by the positivity of $\phi$. See, e.g., [3], ch. 2).

In order to prove (1.2.21), we start with the decomposition

$$
\begin{equation*}
T=T_{+}-T_{-}=\operatorname{tr} T_{+} \cdot W_{+}-\operatorname{tr} T_{-} \cdot W_{-} \tag{0.2.22}
\end{equation*}
$$

with

$$
T_{ \pm}=(|T| \pm T) / 2 \quad, \quad W_{ \pm}=T_{ \pm} / \operatorname{tr} T_{ \pm}
$$

of an arbitrary Hermitian $T \in B(H)_{1}$. (If, e.g., $T_{+}=0$, take $W_{+}$arbitrary.) Then

$$
\begin{equation*}
\mid T=T_{+}+T_{-} \quad, \quad\|T\|_{1}=\operatorname{tr} T_{+}+\operatorname{tr} T_{-} \tag{0.2.23}
\end{equation*}
$$

and

$$
\phi T=\operatorname{tr} T_{+} \cdot \phi W_{+}-\operatorname{tr} T_{-} \cdot \phi W_{-}
$$

Therefore we get, for all $T \in B(H)_{1}^{h}$,

$$
\begin{align*}
\|\phi T\|_{1} & =\sup _{\|X\|=1}|\operatorname{tr}(X \cdot \phi T)| \\
& \leq \sup _{\|X\|=1}\left(\operatorname{tr} T_{+}\left|\operatorname{tr}\left(X \cdot \phi W_{+}\right)\right|+\operatorname{tr} T_{-}\left|\operatorname{tr}\left(X \cdot \phi W_{-}\right)\right|\right) \\
& \leq C\left(\operatorname{tr} T_{+}+\operatorname{tr} T_{-}\right)=C\|T\|_{1} \tag{0.2.24}
\end{align*}
$$

since

$$
\operatorname{tr}\left(\left(X \cdot \phi W_{ \pm}\right) \leq\|X\|\left\|\phi W_{ \pm}\right\|_{1}=\operatorname{tr}\left(\phi W_{ \pm}\right) \leq C\right.
$$

Denote by $B(H)^{h}$ the set of all bounded Hermitian operators on $H$, and consider a fixed $X \in B(H)^{h}$. Then

$$
\hat{x}(T) \underset{\mathrm{df.}}{=} \operatorname{tr}(X \cdot \phi T)
$$

with $T \in B(H)_{1}^{h}$ arbitrary, defines a real and real-linear functional on $B(H)_{1}^{h}$ ?. Moreover, by (1.2.24),

$$
|\hat{x}(T)|=|\operatorname{tr}(X \cdot \phi T)| \leq\|X\|\|\phi T\|_{1} \leq C\|X\|\|T\|_{1}
$$

i.e., $\hat{x}(T)$ is continuous with respect to the trace norm. Therefore it is of the form

$$
\hat{x}(T)=\operatorname{tr}(\hat{X} T)
$$

with a unique operator

$$
\hat{X} \underset{\mathrm{df.}}{=} \phi^{*} X \in B(H)^{h}
$$

Here we have made use of the fact that the real Banach space $B(H)^{h}$ (with the norm $\|\cdot\|$ ) is the dual of the real Banach space $B(H)_{1}^{h}$ (with the norm $\|$. 1), in the following sense: Every (real-)linear (real) functional $x(T)$ on $B(H)_{1}^{h}$
which is continuous with respect to the trace norm is of the form $\operatorname{tr}(X T)$ with a unique $X \in B(H)^{h}$; vice versa, $\operatorname{tr}(X T)$ with an arbitrary $X \in B(H)^{h}$ defines such a functional $x(T)$ on $B(H)_{1}^{h}$, and the norm

$$
\|x\|=\sup _{\|T\|_{1}=1}|x(T)|
$$

of this functional coincides with $\|X\|$ (cf. [3], ch. 1).
Varying $X$ in the above construction, we obtain a mapping $\phi^{*}: X \rightarrow \hat{X}$ of $B(H)^{h}$ into itself. By definition,

$$
\begin{equation*}
\operatorname{tr}(X \cdot \phi T)=\operatorname{tr}\left(\phi^{*} X \cdot T\right) \tag{0.2.25}
\end{equation*}
$$

for all $X \in B(H)^{h}, T \in B(H)_{1}^{h}$. In this sense, $\phi^{*}$ is the adjoint of the mapping $\phi$ of $B(H)_{1}^{h}$ into itself. (Strictly speaking, we are dealing here with the restriction $\phi_{r}$ of $\phi$ to $B(H)_{1}^{h}$; thus $\phi^{*}$ would better be called $\left.\phi_{r}^{*}\right)$. By (1.2.25), the mapping $\phi^{*}$ is real-linear, and can thus be extended in a unique way to a complex-linear mapping of $B(H)$ into itself, which for simplicity is also denoted by $\phi^{* *}$ : For any $X=X_{1}+i X_{2} \in B(H)$, with (unique) $X_{1,2} \in B(H)^{h}$, define

$$
\phi^{*} X=\phi^{*} X_{1}+i \phi^{*} X_{2}
$$

Complex-linearity then follows as above for the analogous extension $\phi_{c}$ of $\phi_{r}$.
With this extension of $\phi^{*}$, then, (1.2.25) becomes valid for arbitrary $X \in B(H)$ and $T \in B(H)_{1}$ - or, in other words: the complex-linear mapping $\phi^{*}$ of the complex Banach space $B(H)$ is the adjoint of the complex-linear mapping $\phi(\equiv$ $\phi_{c}$ ) of the complex Banach space $B(H)_{1}$. (The complex Banach space $B(H)$ is the dual of the complex Banach space $B(H)_{1}$ in the save sense as explained above for the real Banach spaces $B(H)_{1}^{h}$ and $B(H)^{h}$, cf. [3], Ch. 1, or [4].) The extended validity of (1.2.25) follows easily by inserting arbitrary $X=X_{1}+i X_{2} \in$ $B(H)_{1}$ and $T=T_{1}+i T_{2} \in B(H)_{1}$ into $\operatorname{tr}(X \cdot \phi T)$ and $\operatorname{tr}(\phi * X \cdot T)$, and comparing the resulting expressions; they are equal since, as is already known, $\operatorname{tr}\left(X_{i} \cdot \phi T_{j}\right)=\operatorname{tr}\left(\phi^{*} X_{i} \cdot T_{j}\right)$ for $i, j=1,2$.

The mapping $\phi^{*}$ is continuous with respect to the operator norm:

$$
\begin{align*}
\left\|\phi^{*} X\right\| & =\sup _{W \in K(H)}\left|\operatorname{tr}\left(\phi^{*} X \cdot W\right)\right|=\sup _{W} \mid \operatorname{tr}(X \cdot \phi W \mid \\
& \leq \sup _{W}\|X\|\|\phi W\|_{1}=\|X\| \sup _{W} \operatorname{tr}(\phi W)=C\|X\| \tag{0.2.26}
\end{align*}
$$

Thus, finally,

$$
\begin{aligned}
\|\phi T\|_{1} & =\sup _{\|X\|=1}\left|\operatorname{tr}\left(\phi^{*} X \cdot T\right)\right|=\sup _{\|X\|=1}\left|\operatorname{tr}\left(\phi^{*} X \cdot T\right)\right| \\
& \leq \sup _{\|X\|=1}\left\|\phi^{*} X\right\|\|T\|_{1} \leq C\|T\|_{1}
\end{aligned}
$$

which completes the proof of (1.2.21).
Like $\phi$, its adjoint $\phi^{*}$ is positive:

$$
\begin{equation*}
\phi^{*} X \geq 0 \text { if } X \geq 0 \tag{0.2.27}
\end{equation*}
$$

and - therefore, or by the explicit construction above - real:

$$
\phi^{*} X^{*}=\left(\phi^{*} X\right)^{*}
$$

For if $X>0$, we have

$$
\operatorname{tr}\left(\phi^{*} X \cdot W\right)=\operatorname{tr}(X \cdot \phi W) \geq 0
$$

for all $W \in K(H)$, which implies $\phi^{*} X \geq 0$. (Take, e.g., $W=I|f\rangle\langle f|$ with an arbitrary unit vector $f \in H$ ).

The mapping $\phi *$ also provides an explicit representation of the effect $F$ belonging to the operation $\phi$ By (1.2.5) and (1.2.25), we have

$$
\mu(F, W)=\operatorname{tr}(\phi W)=\operatorname{tr}(1 \cdot \phi W)=\operatorname{tr}\left(\phi^{8} 1 \cdot W\right)
$$

for arbitrary $W \in K(H)$. We may thus represent the given effect $F$ by the operator

$$
\begin{equation*}
F=\phi^{*} 1 \tag{0.2.28}
\end{equation*}
$$

(for which, therefore, we use the same symbol), so that the probability function $\mu$ takes the form

$$
\mu(F, W)=\operatorname{tr}(F W)
$$

as already mentioned (Eq. (1.1.16)). Since $\phi^{*}$ is real and positive, we have $F=F^{*}>0$, and $\operatorname{tr}(\phi W)=\operatorname{tr}(F W) \leq 1$ for all $W \in K(H)$ implies $F \leq 1$, so that $F$ indeed belongs to the set $L(H)$ of operators introduced in Section 1 (Eq. (1.1.15)).

Every effect which can be measured "non-destructively" by some effect apparatus $f$, so that this apparatus can be used to perform a selective operation $\phi$, is thus described by a unique operator $F \in L(H)$ given by (1.2.28). As mentioned before, it would not be unreasonable to assume that such $f$ exist in every equivalence class $F$. This assumption is not even necessary, however, for proving that an arbitrary effect can be represented by an operator $F \in L(H)$, such that the probability function $\mu(F, W)$ takes the form $\operatorname{tr}(F W)$. To show this, consider $\mu(F, W)$ with an arbitrary but fixed effect $F$ as a function $\mu_{F}(W)$ on the set $K(H)$ of density operators $W$. The physical interpretation of Eq. (1.1.10) in terms of state mixing implies that $u_{F}$ is convex-linear,

$$
\mu_{F}\left(\lambda W_{1}+(1-\lambda) W_{2}\right)=\lambda \mu_{F}\left(W_{1}\right)+(1-\lambda) \mu_{F}\left(W_{2}\right)
$$

Therefore the extension procedure described above for the mapping $\phi$ may be applied, in exactly the same way, to the function up, leading (first) to a reallinear functional on $B(H)_{1}^{h}$ - also denoted by $\mu_{F}$ - which is positive:

$$
\begin{equation*}
\mu_{F}(T) \geq 0 \text { if } T \geq 0 \tag{0.2.29}
\end{equation*}
$$

(The further extension of $\mu_{F}$ to a complex-linear positive functional on $B(H)_{1}$ is not needed here.) Since $\mu_{F}(W) \leq 1$ for all $W \in K(H)$, we obtain, by using (1.2.22) and (1.2.23) for an arbitrary $T \in B(H)_{1}^{h}$,

$$
\begin{aligned}
\left|\mu_{F}(T)\right| & =\left|\operatorname{tr} T_{+} \cdot \mu_{F}\left(W_{+}\right)-\operatorname{tr} T_{-} \cdot \mu_{F}\left(W_{-}\right)\right| \\
& \leq \operatorname{tr} T_{+} \cdot \mu_{F}\left(W_{+}\right)+\operatorname{tr} T_{-} \cdot \mu_{F}\left(W_{-}\right) \\
& \leq \operatorname{tr} T_{+}+\operatorname{tr} T_{-}=\|T\|_{1}
\end{aligned}
$$

i.e., the functional $\mu_{F}$ on $B(H)_{1}^{h}$ is trace norm continuous. Therefore it is indeed of the form

$$
\mu_{F}(T)=\operatorname{tr}(F T)
$$

with a unique $F \in B(H)_{1}^{h}$. Finally, (1.2.29) implies $F \geq 0$, whereas $F \leq 1$ follows because $\operatorname{tr}(F W)=\mu_{F}(W)=\mu(F, W) \leq 1$ for all $W$.

Regardless of whether the effect operators $F$ are obtained in this way, or in the form $F=\phi^{*} 1$ as described before, one never finds any conditions for these operators which would go beyond the requirement $F E L(H)$; in particular, they can not be shown to be projection operators. This already indicates that the whole set $L(H)$ - rather than, e.g., the subset of projection operators - is the "natural" set of effect operators $F$ in quantum mechanics. More arguments supporting this point of view will be presented later.

With $G \in L(H),(1.2 .27)$ implies $\phi^{*} G \geq 0$ and, as $1-G \geq 0$, also $\phi^{*}(1-G) \geq 0$, i.e., $\phi^{*} G \leq \phi^{*} 1=F \leq 1$. Thus $\phi^{*}$ maps the set $L(H)$ of effects into itself. The effect $\phi^{*} G$ has a simple physical interpretation. Imagine that, starting with an ensemble of $N$ systems in some state $W$, one first performs the selective operation $\phi$, corresponding to the effect $F=\phi^{*} 1$, and measures some other effect $G$ afterwards. Let the effects $F$ and $G$ be measured by effect apparatuses $f$ and $g$, respectively. We then ask: how often are both $f$ and $g$ triggered successively by the same microsystem? Now, $f$ is triggered first by $N_{+}=$ $\operatorname{tr}(F W) N$ systems, which afterwards are in the new state $\hat{W}=\phi W / \operatorname{tr}(F W)$. Therefore, the required number of systems which also trigger the apparatus $g$ is

$$
N_{++}=\operatorname{tr}(G \hat{W}) N_{+}=\operatorname{tr}(G \cdot \phi W) N=\operatorname{tr}\left(\phi^{*} G \cdot W\right) N
$$

Thus $f$ and $g$ occur successively in the state $W$ with probability

$$
\begin{equation*}
\mu(f, g ; W)=N_{++} / N=\operatorname{tr}\left(\phi^{*} G \cdot W\right) \tag{0.2.30}
\end{equation*}
$$

The effect apparatuses $f$ and $g$ may be considered as parts of a new, composite effect apparatus $h$, defined to be triggered if both $f$ and $g$ are triggered successively. Then, according to (1.2.30), the operator describing the corresponding
effect (the equivalence class of $h$ ) is $H=\phi^{*} G$. Therefore the effect $\phi^{*} G$ describes the successive triggering of the effect apparatuses $f$ and $g$. As we shall see, different operations $\phi$ may correspond to the same effect $F$, which implies that the effect $\phi^{*} G$ is not fixed by the effects $F$ and $G$ alone, but also depends on the particular operation $\phi$ applied - or, in other words, on the particular effect apparatus $f$ used to measure the effect $F$.

The adjoint $\phi^{*}$ of every positive linear mapping $\phi$ of $B(H)_{1}$ into itself is normal; i.e., it has the following property (cf. [3], Ch. 2). Consider an increasing sequence ( $X_{n+1} \geq X_{n}$; i.e., $X_{n+1}-X_{n} \geq 0$ ) of Hermitian operators $X_{n} \in B(H)$, $n=1,2, \ldots$, with $X_{n} \leq Y=Y^{*} \in B(H)$ for all $n$. Such a sequence converges in the ultraweak operator topology to a bounded Hermitian operator $X \leq Y$; i.e., by definition of the ultraweak topology, $\operatorname{tr}\left(X_{n} T\right) \rightarrow \operatorname{tr}(X T)$ for all $T \in B(H)_{1}$ (cf., e.g., [3], Ch. 1). A mapping $\Psi$ of $B(H)$ into itself is called normal if, for every such sequence $X_{n}, \Psi X_{n}$ also converges ultraweakly to $\Psi X$.

To prove normality of $\phi^{*}$, note that positivity of $\phi^{*}$ (Eq. (1.2.27)) implies $\phi^{*} X n+l \geq \phi^{*} X_{n}$ and $\phi^{*} X_{n} \leq \phi^{*} Y$; therefore $\phi^{*} X_{n}$ has an ultraweak limit $X$. This implies, for all $T \in B(H)_{1}$,

$$
\operatorname{tr}\left(\phi^{*} X_{n} \cdot T\right) \underset{n}{\rightarrow} \operatorname{tr}(\hat{X} T)
$$

whereas, on the other hand,

$$
\operatorname{tr}(* X n T)=\operatorname{tr}(X n T) E \operatorname{tr}(X T)=\operatorname{tr}(* X-T)
$$

since $X_{n} \underset{n}{\rightarrow} X$ ultraweakly. Thus $\operatorname{tr}(\hat{X} T)=\operatorname{tr}\left(\phi^{*} X \cdot T\right)$ for all $T$, which indeed implies $\hat{X}=\phi^{*} X$.

For physical reasons, the mappings $\phi$ and $\phi^{*}$ must have still another property, called complete positivity and being somewhat stronger than "ordinary" positivity as expressed by (2.11) and (2.27).

Consider a natural number $n$, an $n$-dimensional Hilbert space $H_{n}$, and the tensor product $H \otimes H_{n}$ of the state space $H$, of the quantum mechanical system considered, with $H_{n}$. Represent vectors $g \in H_{n}$ by column vectors,

$$
g=\left(\begin{array}{c}
c_{1} \\
\cdot \\
\cdot \\
\cdot \\
c_{n}
\end{array}\right) \equiv\left(c_{i}\right)
$$

and operators $Y$ on $H_{n}$ by $n \times n$ matrices,

$$
Y=\left(\begin{array}{ccccc}
a_{11} & \cdot & \cdot & \cdot & a_{1 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{n 1} & \cdot & \cdot & \cdot & a_{n n}
\end{array}\right) \equiv\left(a_{i j}\right)
$$

with complex numbers $c_{i}$ and $a_{i j}$ as usual. Then vectors $\underline{f} \in H \otimes H_{n}$ may be represented by column vectors with "components" in $H$,

$$
\underline{f}=\left(f_{i}\right) \quad, \quad f_{i} \in H
$$

such that, e.g.,

$$
(\underline{f}, \underline{g})=\sum_{i}\left(f_{i}, g_{i}\right)
$$

while operators $\underline{X} \in B\left(H \otimes H_{n}\right)$ become $n \times n$ matrices with operator valued "matrix elements",

$$
\underline{X}=\left(X_{i j}\right) \quad, \quad X_{i j} \in B(H)
$$

with almost obvious calculation rules like, e.g.,

$$
\underline{X} \underline{f}=\left(\sum_{j} X_{i j} f_{j}\right)
$$

In particular, product vectors $f \otimes g$ with $f \in H$ and $g=\left(c_{i}\right) \in H_{n}$ are represented by

$$
f \otimes g=\left(c_{i} f\right)
$$

while product operators $X \otimes Y$ with $X \in B(H)$ and $Y=\left(a_{i j}\right) \in B\left(H_{n}\right)$ take the form

$$
X \otimes Y=\left(a_{i j} X\right)
$$

An operator $\underline{T}$ on $H \otimes H_{n}$ belongs to the trace class,

$$
\underline{T}=\left(T_{i j}\right) \in B\left(H \otimes H_{n}\right)_{1}
$$

if and only if

$$
T_{i j} \in B(H)!\text { for all } i, j=1,2, \ldots \ldots, n
$$

i.e., if all "matrix elements" $T_{i j}$ are trace class operators. Any such $\underline{T}$ is thus a finite linear combination of (at most $n^{2}$ ) operators of the form $T \otimes S$ with $T \in B(H)_{1}$ and

$$
\begin{equation*}
\operatorname{tr} \underline{T}=\sum_{i} \operatorname{tr} T_{i i} \tag{0.2.31}
\end{equation*}
$$

$S \in B\left(H_{n}\right)_{1} \equiv B\left(H_{n}\right)$. Its trace is given by Now consider an arbitrary (complex)linear mapping $\phi$ of $B(H)_{1}$ into itself, and define a mapping $\phi_{n}$ of $B\left(H \otimes H_{n}\right)_{1}$ into itself - which is also linear - by

$$
\begin{equation*}
\phi_{n}: \underline{T}=\left(T_{i j}\right) \rightarrow \phi_{n} \underline{T}=\left(\phi T_{i j}\right) \tag{0.2.32}
\end{equation*}
$$

Then the original mapping $\phi$ is called $n$-positive if $\phi_{n}$ is positive; i.e., if

$$
\phi_{n} \underline{T} \geq 0 \text { for } \underline{T} \geq 0
$$

and $\phi$ is called completely positive if it is $n$-positive for all $n$. Similarly, a linear mapping $\Psi$ of $B(H)$ into itself yields linear mappings

$$
\begin{equation*}
\Psi_{n}: \underline{X}=\left(X_{i j}\right) \rightarrow \Psi_{n} \underline{X}=\left(\Psi X_{i j}\right) \tag{0.2.33}
\end{equation*}
$$

of $B\left(H \otimes H_{n}\right)$ into itself, for any natural number $n$. Again $\Psi$ is called $n$-positive if $\Psi_{n} \mathrm{Yu}$ is positive, and $\Psi$ is called completely positive if it is $n$-positive for all $n$ [6].

If $\Psi: B(H) \rightarrow B(H)$ is $n$-positive, it is also $m$-positive for all $m<n$. To show this, consider operators $\underline{X} \in B\left(H \otimes H_{n}\right)$ of the particular form

$$
\underline{X}=\left(\begin{array}{l|l}
\underline{Y} & 0 \\
\hline 0 & 0
\end{array}\right)
$$

with arbitrary $m \times m$ operator matrices $\underline{Y}$, representing operators on $B\left(H \otimes H_{m}\right)$, and zeroes everywhere else. Then. $\underline{X} \geq 0$ if and only if $\underline{Y} \geq 0$; moreover, we have

$$
\Psi_{n} \underline{X}=\left(\begin{array}{c|c}
\Psi_{m} \underline{Y} & 0 \\
\hline 0 & 0
\end{array}\right)
$$

Thus $\underline{Y} \geq 0$ implies $\underline{X} \geq 0$, so that, if $\Psi$ is $n$-positive, $\Psi_{n} \underline{X} \geq 0$, and thus $\Psi_{m} \underline{Y} \geq 0$; i.e., $\Psi$ is also $m$-positive. An analogous argument - now involving operator matrices with "matrix elements" from $B(H)_{1}$ - applies to mappings $\phi$ of $B(H)_{1}$ into itself.

Since "ordinary" positivity is the same as 1 -positivity, $n$-positivity with $n>$ 1 and, more so, complete positivity, are stronger requirements. A physically relevant example of a positive but not completely positive mapping will be discussed in Section 3.

A mapping $\phi: B(H)_{1} \rightarrow B(H)_{1}$ is $n$-positive if and only if the adjoint mapping $\phi^{*}: B(H) \rightarrow B(H)$ is $n$-positive. We show this by first proving that the mapping $\left(\phi^{*}\right)_{n}$ defined by (1.2.33) - with $\phi^{*}$ for $\Psi$ - is the adjoint of the mapping $\phi_{n}$ defined by (1.2.32); i.e.,

$$
\begin{equation*}
\left(\phi^{*}\right)_{n}=\left(\phi_{n}\right)^{*} \tag{0.2.34}
\end{equation*}
$$

By definition of the adjoint (see Eq. (1.2.25)), (1.2.34) means

$$
\begin{equation*}
\operatorname{tr}\left(\underline{X} \cdot \phi_{n} \underline{T}\right)=\operatorname{tr}\left(\left(\phi^{*}\right)_{n} \underline{X} \cdot \underline{T}\right) \tag{0.2.35}
\end{equation*}
$$

for arbitrary $\underline{X}=\left(X_{i j} \in B\left(H \otimes H_{n}\right)\right.$ and $\underline{T}=\left(T_{i j}\right) \in B\left(H \otimes H_{n}\right)_{1}$. But since, according to "matrix calculus" and Eqs. (1.2.32) and (1.2.33), $\underline{X} \cdot \phi_{n} \underline{T}$ and $\left(\phi^{*}\right)_{n} \underline{X} \cdot \underline{T}$ have the matrix representations

$$
\underline{X} \cdot \phi_{n} \underline{T}=\left(\sum_{k} X_{i k} \cdot \phi T_{k j}\right) \quad, \quad\left(\phi^{*}\right)_{n} \underline{X} \cdot \underline{T}=\left(\sum_{k} \phi^{*} X_{i k} \cdot T_{k j}\right)
$$

Eqs. (1.2.31) and (1.2.25) indeed lead to (1.2.35):

$$
\begin{aligned}
\operatorname{tr}\left(\underline{X} \cdot \phi_{n} \underline{T}\right) & =\sum_{i k} \operatorname{tr}\left(X_{i k} \cdot \phi T_{k i}\right) \\
& =\sum_{i k} \operatorname{tr}\left(\phi^{8} X_{i k} \cdot T_{k i}\right)=\operatorname{tr}\left(\left(\phi^{*}\right)_{n} \underline{X} \cdot \underline{T}\right)
\end{aligned}
$$

According to (1.2.3l), we may simply write $\phi_{n}^{*}$ for $\left(\phi^{*}\right)_{n}$ or $\left(\phi_{n}\right)^{*}$.
Now let $\phi_{n}$ be positive. Then $\phi_{n} \underline{W} \geq 0$ for all $\underline{W} \in K\left(H \otimes H_{n}\right)$; therefore, with (1.2.35), $\underline{X} \geq 0$ implies

$$
\operatorname{tr}\left(\phi_{n}^{*} \underline{X} \cdot W\right)=\operatorname{tr}\left(\underline{X} \cdot \phi_{n} \underline{W}\right) \geq 0
$$

for all $\underline{W}$, which in turn implies $\phi_{n}^{*} \underline{X} \geq 0$, i.e., positivity of $\phi_{N}^{*}$. Vice versa, let $\phi_{n}^{*}$ be positive. Then $\phi_{n}^{*} \underline{W} \geq 0$ and thus, again by (1.2.35),

$$
\operatorname{tr}\left(\underline{W} \cdot \phi_{n} \underline{T}\right)=\operatorname{tr}\left(\phi_{n}^{*} \underline{W} \cdot \underline{T}\right) \geq 0
$$

for all $\underline{W} \in K\left(H \otimes H_{n}\right)$ if $\underline{T} \in B\left(H \otimes H_{n}\right)_{1}, \underline{T} \geq 0$. Therefore $\phi_{n} \underline{T} \geq 0$; i.e., $\phi_{n}$ is positive. This proves the above conjecture. As already mentioned, there are physical reasons for postulating that every operation $\phi$ - or, equivalently, its adjoint $\phi^{*}$ - has to be completely positive As is well known (and as will be elaborated here in some more detail in Section 4), the Hilbert space $H \otimes H_{n}$ can be considered as the state space of a composite system $I+I I$, consisting of the system $I$ considered up to now, with state space $H$, and another microsystem $I I$ with state space $H_{n}$. (Since $H_{n}$ is $n$-dimensional, system $I I$ is usually called an $n$-level system). The mappings $\phi_{n}$ considered above then acquire a simple physical interpretation.

Assume that there is no interaction between systems $I$ and $I I$. An ensemble of $N$ composite systems then consists of $N$ pairs of non-interacting systems $I$ and $I I$. Its state is described by some density operator $\underline{W}$ on $H \otimes H_{n}$. Now apply to system $I$ of each pair the selective operation described by the mapping $\phi$, while leaving system $I I$ unaffected; or, in other words: let system $I$ of each pair interact with a suitable effect apparatus $f$ (which is supposed not to interact with system $I I$ ), and select those pairs $I+I I$ for which the apparatus $f$ is triggered. This procedure clearly defines an operation $\phi$ on $K\left(H \otimes H_{n}\right)$, which can be extended to a positive linear mapping of $B\left(H \bar{\otimes} H_{n}\right)_{1}$ into itself.

In particular, density operators $\underline{W}$ of the form $\underline{W}=W \otimes V$ with $W \in K(H)$ and $V \in K\left(H_{n}\right)$ describe uncorrelated states of the composite system, which may be prepared by using separate preparing instruments $w$ for system $I$ and $v$ for system $I I$, and combining the single systems $I$ and $I I$ into pairs afterwards. (See also Section 4.) For such. states we must have

$$
\underline{\phi}(W \otimes V)=\phi W \otimes V
$$

by the definition of the operation $\phi$. On the other hand, since $W \otimes V$ with $V=\left(v_{i j}\right)$ has the matrix representation $\left(v_{i j} W\right)$, an analogous relation,

$$
\phi_{n}(W \otimes V)=\phi W \otimes V
$$

follows from (1.2.32) for the mapping $\phi_{n}$. Thus

$$
\phi_{n}(W \otimes V)=\underline{\phi}(W \otimes V)
$$

for all $W \in K(H)$ and all $V \in K\left(H_{n}\right)$. Since both $\phi_{n}$ and $\phi$ are linear, the last equality can be extended, by linearity, first to all operators $W \otimes S$ with $S \in B\left(H_{n}\right)$, then to all $T \otimes S$ with arbitrary $T \in B(H)_{1}$, and finally to all $\underline{T} \in B\left(H \otimes H_{n}\right)_{1}$. Thus $\phi_{n} \equiv \underline{\phi}$; but the latter, as an operation, has to be positive. Therefore $\phi$ must be $n$-positive; and $n$ was arbitrary.

Actually the preceding argument could be applied as well with an infinitedimensional (separable) Hilbert space $\underset{\sim}{H}$ in place of $H_{n}$, as describing an "ordinary", rather than an $n$-level system $I I$. This would lead us to postulate a positivity property for $\phi$ which appears to be somewhat stronger than complete positivity. We shall prove in Section 3, however, that this apparently stronger property is already implied by complete positivity.

The effect apparatus $f$ used for the operation $\phi$ may also be used to perform another selective operation $\phi^{\prime}$, called complementary to $\phi$. Namely, instead of selecting, after their introduction with $f$, those systems which have triggered the apparatus $f$, we may as well select the systems which have not triggered $f$. By interchanging "yes" and "no" in the verbal interpretation of the response of the effect apparatus $f$, we get another effect apparatus $f^{\prime}$, which is triggered if $f$ is not triggered, and vice versa. The corresponding effect operators $F$ and $F^{\prime}$ are related by

$$
\begin{equation*}
F+F^{\prime}=1 \tag{0.2.36}
\end{equation*}
$$

since the occurrence of either $F$ or $F^{\prime}$ is certain by definition, and therefore

$$
\operatorname{tr}(F W)+\operatorname{tr}\left(F^{\prime} W\right)=\operatorname{tr}\left(\left(F+F^{\prime}\right) W\right)=1=\operatorname{tr}(W)
$$

for all $W \in K(H)$. $\left(F \in L(H)\right.$ clearly implies $\left.F^{\prime} \in L(H)\right)$. The effect $F^{\prime \prime}=1-F$ describing, in this sense, the non-occurrence of $F$, is also called complementary to $F$ - or, briefly, "not $F$ ". By definition, $\phi$ and $F$ are also complementary to $\phi^{\prime}$ and $F^{\prime}$, respectively:

$$
\left(\phi^{\prime}\right)^{\prime}=\phi \quad, \quad\left(F^{\prime}\right)^{\prime}=F
$$

complementarity is thus a symmetric relation. Since the operation $\phi^{\prime}$ is performed by selecting according to the occurrence of $F^{\prime}$, two operations $\phi$ and $\phi^{\prime}$ complementary to each other are characterized by the complementarity (1.2.36) of the corresponding effects $F=\phi^{*} 1$ and $F^{\prime}=\phi^{*} 1$ or, equivalently, by

$$
\begin{equation*}
\operatorname{tr}(\phi W)+\operatorname{tr}\left(\phi^{\prime} W\right)=1 \quad \text { for all } W \in K(H) \tag{0.2.37}
\end{equation*}
$$

Whereas, by (1.2.36), an effect $F$ has exactly one complementary effect $F^{\prime}$, there are in general many different operations $\phi^{\prime}$ complementary to a given operation $\phi$, since (1.2.37) with given $\phi$ does not uniquely determine $\phi^{\prime}$. Both $\phi$ and $\phi^{\prime}$ thus depend on the particular apparatus $f$ used to measure the effect $F$, rather than on $F$ only.

Finally, as already mentioned at the beginning of this section, the effect apparatus $f$ may also be used to perform a non-selective operation. In this case, no selection with respect to the response of the apparatus $f$ is made - or, equivalently, the two (by definition disjoint) subensembles of systems produced by the complementary' operations $\phi$ and $\phi^{\prime}$ are mixed afterwards. Thereby an ensemble of $N$ systems in an initial state $W$ is transformed into another ensemble, consisting again of $N$ systems, of which $N_{+}=\operatorname{tr}(\phi W) \cdot N$ are in the state $\hat{W}=\phi W / \operatorname{tr}(\phi W)$, whereas the remaining $N_{-}=\operatorname{tr}\left(\phi^{\prime} W\right) \cdot N$ systems are in the state $\hat{W}^{\prime}=\phi^{\prime} W / \operatorname{tr}\left(\phi^{\prime} W\right)$, according to the physical meaning of $\phi$ (Eqs. (1.2.5), (1.2.6)) and $\phi^{\prime}$. The final state $\tilde{W}$ resulting from the non-selective operation is thus a mixture of the states $\hat{W}$ and $\hat{W}^{\prime}$ with the weights $N_{+} / N=\operatorname{tr}(\phi W)$ and $N_{-} / N=\operatorname{tr}\left(\phi^{\prime} W\right)$, respectively; i.e.,

$$
\tilde{W}=\operatorname{tr}(\phi W) \hat{W}+\operatorname{tr}\left(\phi^{\prime} W\right) \hat{W}^{\prime}=\phi W+\phi^{\prime} W
$$

Therefore the mapping $\tilde{\phi}: K(H) \rightarrow K(H)$ describing the non-selective operation (Eq. (1.2.1)) is simply given by

$$
\begin{equation*}
\tilde{\phi}=\phi+\phi^{\prime}: W \rightarrow \tilde{W}=\phi W+\phi^{\prime} W \tag{0.2.38}
\end{equation*}
$$

(Since $\phi$ and $\phi^{\prime}$ are positive, we have $\tilde{W} \geq 0$, while (1.2.37) implies $\operatorname{tr} \tilde{W}=1$. Thus $\tilde{\phi}$ indeed maps $K(H)$ into itself.) Like $\phi$ and $\phi^{\prime}, \tilde{\phi}$ may also be extended to a mapping of $B(H)_{1}$ into itself. As is obvious from (1.2.38), this extension is given by

$$
\begin{equation*}
\tilde{\phi}=\phi+\phi^{\prime}: T \rightarrow \tilde{T}=\phi T+\phi^{\prime} T \tag{0.2.39}
\end{equation*}
$$

for arbitrary $T \in B(H)_{1}$.
Since the adjoint $\tilde{\phi}^{*}$ of $\tilde{\phi}$ is $\phi^{*}+\phi^{\prime *}$, the "effect" corresponding to the nonselective operation $E$ is

$$
\begin{equation*}
\tilde{F}=\tilde{\phi}^{*} 1=\phi^{*} 1+\phi^{*} 1=F+F^{\prime}=1 \tag{0.2.40}
\end{equation*}
$$

This is also obvious from (and equivalent to)

$$
\operatorname{tr}(\tilde{F} W) \equiv \operatorname{tr}(\tilde{\phi} W)=1 \text { for all } W \in K(H)
$$

which expresses the fact that the transition probability is identically one, and is thus characteristic of a non-selective operation. The "effect" $\tilde{F}=1$ describes the trivial "yes-no measurement" which always gives the result "yes". An effect apparatus $\tilde{f}$ measuring this effect thus simply counts the systems in any given ensemble. As non-selective operations can thus be considered formally as very particular "selective" ones - the "selection" being made with respect to the trivial effect $\tilde{F}=1$ - they need no separate mathematical treatment.

These considerations are illustrated by the example of "ideal measurements" (Eqs. (1.2.8) and (1.2.9)). In this case, the operation $\phi^{\prime}$ complementary to $\phi$ is given by $\phi^{\prime} W=E^{\prime} W E^{\prime}$.

Summarizing the main content of this section, we may state that every operation has to be described mathematically by a completely positive complex-linear mapping $\phi$ of $B(H)_{1}$ into itself, which satisfies $\operatorname{tr}(\phi W) \leq 1$ for all $W \in K(H)$. In the absence of any additional selection criteria for "physically realizable" operations, we shall assume in the following that also, vice versa, every mapping $\phi$ with these properties describes an operation. Instead of defending this assumption by more or less sophisticated arguments, we only remind the reader that similar assumptions are quite usual in quantum mechanics. For instance, one almost always assumes that every projection operator $E$ on $H$ describes a yes-no measurement which could be performed, at least "in principle", by a "suitable" apparatus, even if nobody knows - except in a few particular cases corresponding, e.g., to position measurements - what such an apparatus would look like in practice.

### 0.3 The First Representation Theorem

An arbitrary effect can be represented, as shown in the preceding Section 2, by an operator $F$ on the state space $H$ of the system considered. We shall now derive a corresponding explicit representation of an arbitrary operation $\phi$ in terms of operators on $H$. This representation is provided by

## Theorem 1 (First Representation Theorem):

For an arbitrary operation $\phi$, there exist operators $A_{k}, k \in K$ (a finite or countably infinite index set) on the state space $H$, satisfying

$$
\begin{equation*}
\sum_{k \in K_{0}} A_{k}^{*} A_{k} \leq 1 \text { for all finite subsets } K_{0} \leq K \tag{0.3.1}
\end{equation*}
$$

such that, with arbitrary $T \in B(H)_{1}$ and $X \in B(H)$, the mappings $\phi$ and $\phi^{*}$ are given by

$$
\begin{equation*}
\phi T=\sum_{k \in K} A_{k} T A_{k}^{*} \tag{0.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{*} X=\sum_{k \in K} A_{k}^{*} X A_{k} \tag{0.3.3}
\end{equation*}
$$

respectively. In particular, the effect $F$ corresponding to $\phi$ is given by

$$
\begin{equation*}
F=\phi^{*} 1=\sum_{k \in K} A_{k}^{*} A_{k} \tag{0.3.4}
\end{equation*}
$$

If the index set $K$ is infinite, (1.3.1) implies that - independently of the ordering of $K$ - the infinite sum in (1.3.2) converges in the trace norm topology, while the infinite sums in (1.3.3) and (1.3.4) converge ultraweakly, thus defining the precise meaning of these equations.

Vice versa, given any countably or even uncountably infinite set of operators $A_{k}$ on $H, k \in K$, satisfying condition (1.3.1), then (1.3.2) defines an operation $\phi$, whose adjoint $\phi^{*}$ and corresponding effect $F$ are given by (1.3.3) and (1.3.4), respectively.

Proof: We first discuss some of the more technical details. First, (1.3.1) implies that $A_{k}$ can be different from zero for at most countably many indices $k \in K$; therefore, if in the second part of the theorem an uncountably infinite $K$ occurs, it may be replaced by an at most countably infinite subset, since operators $A_{k}=$ 0 do not contribute in Eqs. (1.3.2) to (1.3.4). To prove the above statement, consider a countable dense set of vectors $f_{i} \in H, i=1,2, \ldots$ Keeping $i$ fixed, and choosing an arbitrary natural number $n$, (1.3.1) implies that

$$
\left(f_{i}, A_{k}^{*} A_{k} f_{i}\right)=\left\|A_{k} f_{i}\right\|^{2}>1 / n
$$

may be true for finitely many indices $k$ only. Therefore the subset $K_{i} \subseteq K$ defined by

$$
\begin{equation*}
\left\|A_{k} f_{i}\right\| \neq 0 \quad \text { if } \quad k \in K_{i} \tag{0.3.5}
\end{equation*}
$$

is at most countably infinite. The same then is true for the union $\cup_{i} K_{i}$. By (1.3.5), $A_{k} f_{i}=0$ for all $i$ if $k \notin \cup_{i} K_{i}$. But (1.3.1) also implies $A_{k}^{*} A_{k} \leq 1$, and thus $\left\|A_{k}\right\| \leq 1$, for all $k$. Therefore all $A_{k}$ are bounded, and thus $A_{k}=0$ for all $k \notin \cup_{i} K_{i}$, by continuity.

Assume therefore, in the following, that $K$ is countably infinite, and can thus be identified, after a suitable ordering, with the set of natural numbers: $K=$ $\{1,2, \ldots\}$. The somewhat simpler case of a finite set $K=[1, \ldots, N]$ need not be treated separately, since we may formally enlarge $K$ by setting $A_{k}=0$ for $k \geq N$.

Consider the operators

$$
F_{n} \underset{\text { df. }}{=} \sum_{k \leq n} A_{k}^{*} A_{k}
$$

Since $A_{k}^{*} A_{k} \geq 0$, these operators are non-negative and increasing with $n$, and satisfy $F_{n} \leq 1$ for all $n$ by (1.3.1). Therefore they converge ultraweakly, for $n \rightarrow \infty$, to an operator

$$
F=\sum_{n} A_{k}^{*} A_{k}
$$

which defines the meaning of the infinite sum in (1.3.4) - with $0 \leq F \leq 1$; i.e., $F \in L(H)$. More generally, take an arbitrary $X \geq 0$ from $B(H)$, so that
$0 \leq X \leq\|X\| \cdot 1$. Since $A_{k}^{*} X A_{k} \geq 0$ and $A_{k}^{*}(\|X\| \cdot 1-X) A_{k} \geq 0$ for all $k$, the operators

$$
\hat{X}_{n} \underset{\text { df. }}{=} \sum_{k \leq n} A_{k}^{*} X A_{k}
$$

increase with $n$, and satisfy $0 \leq \hat{X}_{n} \leq\|X\| \cdot F_{n} \leq\|X\| \cdot F$ for all $n$. Thus the sequence $\hat{X}_{n}, n=1,2, \ldots$ also converges ultraweakly to some operator

$$
\hat{X}=\sum_{k} A_{k}^{*} X A_{k} \geq 0
$$

Since $\hat{X}_{n}$ depends linearly on $X$, and any $X \in B(H)$ is a linear combination of at most four non-negative operators, $X_{n}$ converges ultraweakly, thus giving a meaning to Eq. (1.3.3), for an arbitrary $X \in B(H)$. Moreover, these ultraweak limits defining the right hand sides of (1.3.3) and (1.3.4) do not depend on the particular ordering of the index set $K$. For suppose $K=\{1,2, \ldots\}$ to be reordered as, e.g., $K=\left[k_{1}, k_{2}, \ldots\right]$. An arbitrary $X \geq 0$ now leads to a sequence of operators

$$
\tilde{X}_{n} \sum_{i \leq n} A_{k_{i}}^{*} X A_{k_{i}}
$$

which, as above, converges ultraweakly to an operator $\tilde{X}$. Since $\left\{k_{1}, k_{2}, \ldots\right\}$ is a reordering of $\{1,2, \ldots\}$, there are suitable numbers $m$ and $m^{\prime}$ for each $n$, such that $\hat{X}_{n} \leq \hat{X}_{m} \leq \hat{X}$ and $\hat{X}_{n} \leq \tilde{X}_{m} \leq \tilde{X}$. Therefore also $\tilde{X} \leq \hat{X}$ and $\hat{X} \leq \tilde{X}$, which implies $\tilde{X}=\hat{X}$. By linearity, the same holds true for an arbitrary $X \in B(H)$, which proves the order independence of the right hand side of (1.3.3), of which (1.3.4) is merely a particular case.

Since the trace class $B(H)_{1}$ is a two-sided ideal in $B(H)$ (cf. [3], Ch. 1, or [4]), so that $X T \in B(H)_{1}$ and $T X \in B(H)_{1}$ for arbitrary $T \in B(H)_{1}$ and $X \in B(H)$, we have

$$
\hat{T}_{n} \underset{\text { df. }}{=} \sum_{k \leq n} A_{k} T A_{k}^{*} \in B(H)_{1}^{+}
$$

for all $T \in B(H)_{1}^{+}$. (Note that, obviously, $A_{k} T A_{k}^{*} \geq 0$ if $T \geq 0$.) Now we have

$$
\begin{aligned}
\left\|\hat{T}_{m}-\hat{T}_{n}\right\| & =\left\|\sum_{k=n+1}^{m} A_{k} T A_{k}^{*}\right\|_{1}=\operatorname{tr}\left(\sum_{k=n+1}^{m} A_{k} T A_{k}^{*}\right) \\
& =\operatorname{tr}\left(\sum_{k=n+1}^{m} A_{k} A_{k}^{*} T\right)=\operatorname{tr}\left(F_{m} T\right)-\operatorname{tr}\left(F_{n} T\right)
\end{aligned}
$$

due to the cylic interchangeability of operators under the trace, whereas, on the other hand,

$$
\operatorname{tr}\left(F_{n} T\right) \underset{\mathrm{n}}{\rightarrow} \operatorname{tr}(F T)
$$

by the ultraweak convergence $F_{n} \underset{\mathrm{n}}{\rightarrow} F$. Therefore the operators $\hat{T}_{n}$ form a Cauchy sequence with respect to the trace norm, so that there exists a $\hat{T} \in$
$B(H)_{1}$ with $\left\|\hat{T}_{n}-T\right\| \underset{\mathrm{n}}{\rightarrow} 0$, which gives a meaning to the right hand side of Eq. (1.3.2):

$$
\hat{T}=\underset{\text { df. }}{=} \sum_{k} A_{k} T A_{k}^{*}
$$

Since trace norm convergence implies convergence in the operator norm (uniform) topology, and therefore also in the ultraweak topology, $\hat{T}$ is also the ultraweak limit of the operators $\hat{T}_{n}$ which, moreover, are non-negative and increasing with $n$. This yields $\hat{T} \geq 0$ and the independence of $\hat{T}$ on the order of summation, as above. As arbitrary trace class operators are linear combinations of nonnegative ones, the right hand side of (1.3.2) exists, and is order-independent, for arbitrary $T \in B(H)_{1}$ also. Infinite sums of the type (1.3.2), (1.3.3) and (1.3.4) shall be understood, from now on, to represent limits of finite sums in the appropriate operator topologies.

We are now ready to prove the second part of Theorem 1. Assume operators $A_{k}, k \in K$ satisfying (1.3.1) to be given. Then the mappings $\phi$ and $\phi^{*}$ given by (1.3.2) and (1.3.3) are well-defined and positive, as just proved; obviously, they are also linear. It remains to show that $\phi^{*}$ is the adjoint of $\phi$, and that $\phi$ is completely positive.

For arbitrary $X \in B(H)$ and $T \in B(H)_{1}$, we have

$$
\begin{aligned}
\operatorname{tr}\left(X \cdot \hat{T}_{n}\right) & =\operatorname{tr}\left(X \cdot \sum_{k \leq n} A_{k} T A_{k}^{*}\right) \\
& =\operatorname{tr}\left(\sum_{k \leq n} A_{k}^{*} X A_{k}^{*} \cdot T\right)=\operatorname{tr}\left(\hat{X}_{n} \cdot T\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
\operatorname{tr}\left(X \hat{T}_{n}\right)-\operatorname{tr}(X \hat{T}) & =\operatorname{tr}\left(X\left(\hat{T}_{n}-\hat{T}\right)\right) \\
& \left.\leq\|X\| \| \hat{T}_{n}-\right] h a t T \|_{1} \underset{\mathrm{n}}{ } 0
\end{aligned}
$$

$\operatorname{tr}\left(X \hat{T}_{n}\right)$ converges to $\operatorname{tr}(X \hat{T})=\operatorname{tr}(X \cdot \phi T)$ whereas, since

$$
\hat{X}_{n} \underset{\mathrm{n}}{\rightarrow} \hat{X}=\phi^{*} X
$$

ultraweakly, $\operatorname{tr}\left(\hat{X}_{n} T\right)$ converges to $\operatorname{tr}\left(\phi^{*} X \cdot T\right)$. Thus $\phi^{*}$ is indeed the adjoint of $\phi$.

To prove complete positivity, consider an arbitrary finite-dimensional or separable Hilbert space $\underset{\sim}{H}$, and define a mapping $\underline{\phi}$ of $B(H \otimes \underset{\sim}{H})_{1}$ into itself by

$$
\begin{equation*}
\underline{\phi} \underline{T}=\sum_{k \in K}\left(A_{k} \otimes \underset{\sim}{1}\right) \underline{T}\left(A_{k} \otimes \underset{\sim}{1}\right)^{*} \tag{0.3.6}
\end{equation*}
$$

for arbitrary $\underline{T} \in B(H \otimes \tilde{H})_{1}$. Since

$$
\sum_{k \in K_{0}}\left(A_{k} \otimes \underset{\sim}{1}\right)^{*}\left(A_{k} \otimes \underset{\sim}{1}\right)=\left(\sum_{k \in K_{0}} A_{k}^{*} A_{k}\right) \otimes \underset{\sim}{1} \leq \underline{1}
$$

for any finite subset $K_{0} \subseteq K$ (with $\underline{1}$ denoting the unit operator on $H \otimes \underset{\sim}{H}$ ), $\underset{\underline{\phi}}{ }$ is a mapping of the form (1.3.2) with the operators $A_{k}$ replaced by $A_{k} \otimes \underset{\sim}{1}$, which also satisfy a condition of the form (1.3.1). Therefore $\phi$ is well-defined, linear, and positive. If, in particular, $T=T \otimes S$ with $T \in \bar{B}(H)_{1}$ and $S \in B(\underset{\sim}{H})_{1}$, (1.3.6) yields

$$
\begin{aligned}
\underline{\phi}(T \otimes S) & =\sum_{k \in K}\left(A_{k} \otimes \underset{\sim}{1}\right)(T \otimes S)\left(A_{k} \otimes \underset{\sim}{1}\right)^{*} \\
& =\left(\sum_{k \in K} A_{k} T A_{k}^{*}\right) \otimes S=\phi T \otimes S
\end{aligned}
$$

Taking for $\underset{\sim}{H}$ an $n$-dimensional Hilbert space $H_{n}$, the last equation means that $\underline{\phi}$ coincides on operators of the form $\otimes S$ - and therefore, by linearity, on the whole space $B\left(H \otimes H_{n}\right)_{1}$ - with the mapping $\phi_{n}$ introduced in Section 2 to define $n$-positivity of $\phi$. Since $\underline{\phi}=\phi_{n}$ is positive, $\phi$ is $n$-positive, and thus completely positive, since $n$ was arbitrary.

Actually the above reasoning proves even more. First, since $\phi$ is again of the form (1.3.2), it is also completely positive. Therefore the mappings $\phi_{n}$ introduced in Section 2 share this property, and can indeed be interpreted physically as operations. Second, since $\underset{\sim}{H}$ may also be infinite-dimensional, mappings $\phi$ of the form (1.3.2) have a positivity property which at first sight looks somewhat stronger than complete positivity. As was already mentioned in Section 2, one might have been tempted to include this positivity property in the very definition of an operation $\phi$ by postulating the existence of positive linear mappings $\underline{\phi}$ of $B(H \otimes \underset{\sim}{H})_{1}$, which satisfy

$$
\begin{equation*}
\underline{\phi}(W \otimes W)=\phi W \otimes \underset{\sim}{W} \tag{0.3.7}
\end{equation*}
$$

for uncorrelated states $W \otimes \underset{\sim}{W}$, for all finite- or infinite-dimensional Hilbert spaces $\underset{\sim}{H}$. The effects $\underline{F}=\underline{\phi}^{*} \underline{1}$ corresponding to $\underline{\phi}$ satisfy

$$
\begin{aligned}
\operatorname{tr}(\underline{F}(W \otimes \underset{\sim}{W})) & =\operatorname{tr}(\underline{\phi}(W \otimes \underset{\sim}{W}))=\operatorname{tr}(\phi W \otimes \underset{\sim}{W}) \\
& =\operatorname{tr}(\phi W)=\operatorname{tr}(F W)=\operatorname{tr}((F \otimes \underset{\sim}{1})(W \otimes \underset{\sim}{W})
\end{aligned}
$$

which implies - for details see Section 4 -

$$
\begin{equation*}
\underline{F}=F \otimes \underset{\sim}{1} \tag{0.3.8}
\end{equation*}
$$

The same follows from the explicit form (1.3.6) of $\underline{\phi}$, which yields

$$
\underline{F}=\underline{\phi}^{*} \underline{1}=\sum_{k \in K}\left(A_{k} \otimes \underset{\sim}{1}\right)^{*}\left(A_{k} \otimes \underset{\sim}{1}\right)=\left(\sum_{k \in K} A_{k}^{*} A_{k}\right) \otimes \underset{\sim}{1}=F \otimes \underset{\sim}{1}
$$

in analogy to (1.3.4).) Since any finite-dimensional $H_{n}$ is contained in a given infinite-dimensional $\underset{\sim}{H}$, and thus $B\left(H \otimes H_{n}\right)_{1}$ is embedded in $B(H \otimes \underset{\sim}{H})_{1}$ (as explained in more detail in Section 2 for the case of finite dimensions of both $H_{n}$ and $\underset{\sim}{H}$, it would also have been sufficient to postulate (1.3.7) for infinitedimenisonal $\underset{\sim}{H}$ only. However, the proof we are about the give of the first part of Theorem 1 demonstrates that complete positivity of $\phi$ is already sufficient to derive Eq. (1.3.2) for $\phi$, which then, as has just been proved, also implies the stronger positivity property. Moreover, in contrast to the latter, complete positivity has already been studied by mathematicians, and is now also a standard postulate for operations and related state maps in the physical literature (cf., e.g., $[7],[3]$, Ch. 9, [8] and [9]i.

The basic ingredient for the proof of the remaining part of Theorem 1 is
Stinespring's Theorem: A complex-linear mapping $\Psi$ of a concrete $C^{*}$-algebra $\mathbf{B} \subseteq B(H)$ into $B(H)$ is completely positive if and only if it is of the form

$$
\Psi: X \in \mathbf{B} \rightarrow \Psi X=\mathbf{A}^{*} \pi(X) \mathbf{A}
$$

with a representation $\pi$ of $\mathbf{B}$ on a Hilbert space $\tilde{H}$, and a bounded operator $\mathbf{A}$ mapping $H$ into $\tilde{H}$.

Rather than proving this here (for proofs, see the original paper [6] or [3], Ch. 9), we shall only explain the basic notions. A concrete $C^{*}$-algebra B is a $C^{*}$-algebra of operators on a Hilbert space $H$, i.e., a subset of $B(H)$ which is closed under multiplication, Hermitian conjugation, and complex linear combination of operators, as well as with respect to the uniform (operator norm) topology, and which contains the unit operator 1 . In particular, $B(H)$ itself is a concrete $C^{*}$-algebra. A representation $\pi$ of $\mathbf{B}$ on a Hilbert space $\tilde{H}$ is a complex-linear mapping

$$
\pi: X \in \mathbf{B} \rightarrow \pi(X) \in B(\tilde{H})
$$

of $\mathbf{B}$ into $B(\tilde{H})$ which preserves operator products and satisfies $\pi\left(X^{*}\right)=(\pi(X))^{*}$ and $\pi(1)=\tilde{1}$ (the unit operator on $\tilde{H})$. (The image $\pi(\mathbf{B}) \subseteq B(\tilde{H})$ of $\mathbf{B}$ under $\pi$ is then also a concrete $C^{*}$-algebra).

We shall, moreover, also use the following lemmas:
Lemma 1: Let $\pi$ be a representation of $B(H)$ on a Hilbert space $\tilde{H}$. Then there are mutually orthogonal subspaces $H_{k} \subseteq \tilde{H}, k \in K$ (a finite - sometimes even
empty - or countably or uncountably infinite index set), which, together with the orthogonal complement $H_{0}$ in $\tilde{H}$ of the direct sum $\underset{k \in K}{\oplus} H_{k}$ of these subspaces $H_{k}$, are invariant under the operators $\pi(X)$ for all $X \in B(H)$. All subspaces $H_{k}$ can be identified with $H$ in such a way that $\pi(X)$, when restricted to any such $H_{k} \equiv H$, acts like the identical representation; i.e., $\pi(X)=X$ on $H_{k}$. The restriction $\pi_{0}(X)$ of $\pi(X)$ to $H_{0}$ satisfies $\pi_{0}(E)=0$ for all finite-dimensional projection operators $E$. In other words, the orthogonal decomposition

$$
\tilde{H}=H_{0} \oplus\left(\underset{k \in K}{\oplus} H_{k}\right) \quad, \quad H_{k} \equiv H
$$

of $\tilde{H}$ induces the reduction

$$
\pi=\pi_{0} \oplus\left(\underset{k \in K}{\oplus} \pi_{k}\right) \quad, \quad \pi_{k}(X) \equiv X
$$

of the representation $\pi$ The subrepresentation $\pi_{0}$ is absent if $H_{0}$ consists of the zero vector only. (Technically speaking, $\pi_{0}$ is a representation of the quotient algebra $B(H) / C(H)$ of $B(H)$ with respect to the norm-closed two-sided ideal $C(H)$ of all compact operators on $H$ ). For a proof see, e.g., [10]. (Compare also [3], Ch. 9).

Lemma 2: Let $H_{1}$ be a separable Hilbert space, and $A$ a bounded linear operator from $H_{1}$ into a Hilbert space $H_{2}$ which need not be separable. Then $T \in B\left(H_{1}\right)_{1}$ implies $A T A^{*} \in B\left(H_{2}\right)_{1}$, and

$$
\operatorname{tr}_{2}\left(X \cdot A T A^{*}\right)=\operatorname{tr}_{1}\left(A^{*} X A \cdot T\right)
$$

for all $X \in B\left(H_{2}\right)$. (Here the traces in $H_{1}$ and $H_{2}$ are distinguished, for clarity, by corresponding suffices. If $H_{1}=H_{2}$, Lemma 2 reduces to well-known facts).

Proof of Lemma 2: Since $A$ is bounded, it maps a dense set of vectors in $H_{1}$ into a set of vectors in $H_{2}$ which is dense in the range $A H_{1}$ of $A$. As $H_{1}$ is separable, it thus follows that $A H_{1}$ is contained in a separable subspace $H_{2}^{\prime}$ of $H_{2}$; i.e., $A=E_{2} A$ with the projection operator $E_{2}$ onto $H_{2}^{\prime}$. The adjoint $A^{*}$ of $A$ - a bounded operator from $H_{2}$ into $H_{1}$ defined by $\left(f_{1}, A^{*} f_{2}\right)=\left(A f_{1}, f_{2}\right)$ for arbitrary $f_{1} \in H_{1}$ and $f_{2} \in H_{2}$ - then satisfies $A^{*}=A^{*} E_{2}$.

Since both $H_{1}$ and $H_{2}^{\prime}$ are separable, there is an isometric operator $U: H_{1} \rightarrow H_{2}$ with range $U H_{1}=H_{2}^{\prime}$; i.e., $U^{*} U=1_{1}$ (the unit operator on $H_{1}$ ), and $U U *=E_{2}$. Both $U^{*} A$ and $A^{*} U$, then, are bounded operators on $H_{1}$, so that $T \in B\left(H_{1}\right)_{1}$ implies $U^{*} A T A^{*} U \in B\left(H_{1}\right)_{1}$. Since $U$ maps $H_{1}$ isomorphically into $H_{2}^{\prime}$, the last relation implies that $U\left(U^{*} A T^{\star} A^{*} U\right) U^{*}=E_{2} A T A^{*} E_{2}=A T A^{*}$ is a trace class operator on $H_{2}^{\prime}$. Being zero, moreover, on the orthogonal complement of $H_{2}^{\prime}$, this operator indeed belongs to $B\left(H_{2}\right)_{1}$.

With $X \in B\left(H_{2}\right)$ arbitrary, then, $X \cdot A T A^{*}$ also belongs to $B\left(H_{2}\right)_{1}$. Since
this operator, too, is zero on the orthogonal complement of $H_{2}^{\prime}$, its trace can be evaluated with an orthogonal basis $\left\{f_{2}^{i}\right\}$ of the subspace $H_{2}^{\prime}$ of $H_{2}$. We then obtain

$$
\begin{aligned}
\operatorname{tr}_{2}\left(X \cdot A T A^{*}\right) & =\sum_{i}\left(f_{2}^{i}, X A T A^{*} f_{2}^{i}\right)=\sum_{i}\left(U U^{*} f_{2}^{i}, X A T A^{*} U U^{*} f_{2}^{i}\right) \\
& =\sum_{i}\left(U^{*} f_{2}^{i}, U^{*} X A T A^{*} U\left(U^{*} f_{2}^{i}\right)\right)=\operatorname{tr}_{1}\left(U^{*} X A T A^{*} U\right)
\end{aligned}
$$

because $U U^{*} f_{2}^{i}=E_{2} f_{2}^{i}=f_{2}^{i}$, and $\left\{U^{*} f_{2}^{i}\right\}$ is an orthogonal basis in $H_{1}$. Both $U^{*} X A$ and $A^{*} U$ belong to $B\left(H_{1}\right)$. Therefore $U^{*} X A T$ belongs to $B\left(H_{1}\right)_{1}$, and may be interchanged with $A^{*} U$ under the trace, which finally leads to

$$
\operatorname{tr}_{1}\left(A^{*} U U^{*} X A T\right)=\operatorname{tr}_{1}\left(A^{*} E_{2} X A T\right)=\operatorname{tr}_{1}\left(A^{*} X A \cdot T\right)
$$

q.e.d.

After these preparations, we can now also prove the first part of Theorem 1. For this it suffices to show that $\phi^{*}$ is of the form (1.3.3), with suitable operators $A_{k}(k \in K)$ satisfying (1.3.1), since this immediately implies Eq. (1.3.2) for $\phi$. Indeed, once the representation (1.3.3) for $\phi^{*}$ is proved, we know from the previous discussion that $\phi^{*}$, besides being the adjoint of the operation $\phi$, is also the adjoint of the mapping defined by Eq. (1.3.2). By the definition (1.2.25) of the adjoint, however, two mappings of $B(H)_{1}$ into itself with the same adjoint must be identical.

The mapping $\phi^{*}$ satisfies the assumption of Stinespring's Theorem with $\mathbf{B}=$ $B(H)$. Thus, for all $X \in B(H)$,

$$
\begin{equation*}
\phi^{*} X=\mathbf{A}^{*} \pi(X) \mathbf{A} \tag{0.3.9}
\end{equation*}
$$

with a bounded operator A. : $H \rightarrow \tilde{H}$ and a representation $\pi$ of $B(H)$ on $\tilde{H}$. According to Lemma $1, \pi$ is reduced by a direct sum decomposition of $\tilde{H}$ into subspaces $H_{0}$ and $H_{k}, k \in K$. Denote by $E_{0}$ and $E_{k}$ the projection operators on $\tilde{H}$ onto these subspaces $H_{0}$ and $H_{k}$, respectively, and introduce the operators

$$
\begin{equation*}
\tilde{A}_{0}=E_{0} \mathbf{A} \quad, \quad \tilde{A}_{k}=E_{k} \mathbf{A} \quad(k \in K) \tag{0.3.10}
\end{equation*}
$$

mapping $H$ into $\tilde{H}$, whose adjoints, mapping $\tilde{H}$ into $H$, are given by

$$
\begin{equation*}
\tilde{A}_{0}^{*}=\mathbf{A}^{*} E_{0} \quad, \quad \tilde{A}_{k}^{*}=\mathbf{A}^{*} E_{k} \tag{0.3.11}
\end{equation*}
$$

with the adjoint $\mathbf{A}^{*}: \tilde{H} \rightarrow H$ of $\mathbf{A}$. Since the ranges of $\tilde{A}_{0}$ and $\tilde{A}_{k}$ are contained in $H_{0}$ and $H_{k} \equiv H$, respectively, the operators (1.3.10) may as well be reinterpreted as mapping $H$ into $H_{0}$ or $H$, respectively. If interpreted in this way, we denote them by $A_{0}$ and $A_{k}$, respectively. Then we obtain

$$
\begin{equation*}
A_{0}^{*}=\left.\mathbf{A}\right|_{H_{0}} \quad, \quad A_{k}^{*}=\left.\mathbf{A}\right|_{H_{k}} \tag{0.3.12}
\end{equation*}
$$

i.e., $A_{0}^{*}$ and $A_{k}^{*}$ are the restrictions of $\mathbf{A}^{*}$ to $H_{0}$ and $H_{k}$, respectively. Indeed, $A_{0}^{*}$ as given by (1.3.12) satisfies

$$
\begin{aligned}
\left(A_{0}^{*} f_{0}, f\right) & =\left(\mathbf{A}^{*} f_{0}, f\right)=\left(f_{0}, \mathbf{A} f\right)=\left(E_{0} f_{0}, \mathbf{A} f\right) \\
& =\left(f_{0}, E_{0} \mathbf{A} f\right)=\left(f_{0}, \tilde{A}_{0} f\right)=\left(f_{0}, A_{0} f\right)
\end{aligned}
$$

for all $f_{0} \in H_{0}$ and $f \in H$, and an analogous relation follows for $A_{k}$. (Remember that $\left(\mathbf{A}^{*} \tilde{g}, f\right)=(\tilde{g}, \mathbf{A} f)$ for arbitrary $\tilde{g} \in \tilde{H}$ and $\left.f \in H\right)$.

Denoting by $K_{0}$ an arbitrary finite subset of the index set $K$, we define a corresponding projection operator on $\tilde{H}$ by

$$
E_{K_{0}}=\sum_{k \in K_{0}} E_{k}
$$

Since

$$
E_{K_{0}} \leq \tilde{1}=\pi(1)
$$

we get with (1.3.9)

$$
\mathbf{A}^{*} E_{K_{0}} \mathbf{A} \leq \mathbf{A}^{*} \mathbf{A}=\phi^{*} 1=F \leq 1
$$

On the other hand, we have

$$
\mathbf{A}^{*} E_{K_{0}} \mathbf{A}=\sum_{k \in K_{0}} \mathbf{A}^{*} E_{k} \mathbf{A}=\sum_{k \in K_{0}} \tilde{A}_{k}^{*} \tilde{A}_{k}=\sum_{k \in K_{0}} A_{k}^{*} A_{k}
$$

as follows immediately from the above definitions of $\tilde{A}_{k}$ and $A_{k}$. Therefore the operators $A_{k}$ on $H$ defined above satisfy the condition (1.3.1) of the theorem.

But then, as has been shown before, the index set $K^{\prime}$ defined by $A_{k} \neq 0$ iff $k \in K^{\prime}$ is at most countably infinite. By definition, $A_{k}=0$ implies $\tilde{A}_{k}=E_{k} \mathbf{A}=0$. Therefore, with

$$
E^{\prime}=E_{0}+\sum_{k \in K^{\prime}} E_{k}=\tilde{1}-\sum_{k \notin K^{\prime}} E_{k}
$$

we have

$$
\left(\tilde{1}-E^{\prime}\right) \mathbf{A}=\sum_{k \in K^{\prime}} E_{k} \mathbf{A}=\sum_{k \in K^{\prime}} \tilde{A}_{k}=0
$$

i.e., $\mathbf{A}=E^{\prime} \mathbf{A}$. In (1.3.9) we may thus replace $\mathbf{A}$ by

$$
E^{\prime} \mathbf{A}: H \rightarrow E^{\prime} \tilde{H} \underset{\mathrm{df} .}{=} \tilde{H}^{\prime}
$$

and $\mathbf{A}^{*}$ by $\left(E^{\prime} \mathbf{A}\right)^{*}=\mathbf{A}^{*} E^{\prime}: \tilde{H}^{\prime} \rightarrow H$, so that only the subrepresentation of $\left.\pi\right|_{\tilde{H}^{\prime}}$ of $\pi$, acting as

$$
\begin{equation*}
\pi_{0} \oplus\left(\underset{k \in K^{\prime}}{\oplus} \pi_{k}\right) \quad, \quad \pi_{k}(X) \equiv X \tag{0.3.13}
\end{equation*}
$$

on

$$
\tilde{H}^{\prime}=H_{0} \oplus\left(\underset{k \in K^{\prime}}{\oplus} H_{k}\right) \quad, \quad H_{k} \equiv H
$$

actually enters Eq. (1.3.9), whereas the orthogonal complement of $\tilde{H}^{\prime}$ may be completely ignored. Or, in other words: the index set $K$ occurring in Lemma 1 may be identified with $K^{\prime}$, and thus assumed to be at most countably infinite, without loss of generality.

Considering first the case of an infinite index set $K$, we may thus simply take $K=\{1,2, \ldots\}$. Define projection operators

$$
E_{(n)}=E_{0}+\sum_{k \leq n} E_{k}
$$

Then, using the definition of the operators $A_{0}$ and $A_{k}$ and the decomposition (1.3.13) of $\pi$, we obtain

$$
\begin{equation*}
\mathbf{A}^{*} E_{(n)} \pi(X) E_{(n)} \mathbf{A}=A_{0}^{*} \pi_{0}(X) A_{0}+\sum_{k \leq n} A_{k}^{*} X A_{k} \tag{0.3.14}
\end{equation*}
$$

for an arbitrary $X \in B(H)$. As has already been proved, the last term on the right hand side converges ultraweakly to

$$
\sum_{k} A_{k}^{*} X A_{k}
$$

for $n \rightarrow \infty$, since condition (1.3.1) is satisfied. We want to show now that for $n \rightarrow \infty$ the left hand side of (1.3.14) converges ultraweakly to $\mathbf{A}^{*} \pi(X) \mathbf{A}=\phi * X$.

By definition, $E_{(n)}$ commutes with $\pi(X)$ for arbitrary $X \in B(H)$ and all $n$. This implies

$$
\begin{equation*}
E_{(n)} \pi(X) E_{(n)}=E_{(n)} \pi(X) \underset{\mathrm{n}}{\rightarrow} \pi(X) \text { ultraweakly } \tag{0.3.15}
\end{equation*}
$$

since $E_{(n)} \underset{\mathrm{n}}{\rightarrow} \tilde{1}$ ultraweakly. (The last statement being equivalent to

$$
\operatorname{tr}\left(E_{(n)} \tilde{T}\right) \underset{\mathrm{n}}{\rightarrow} \operatorname{tr} \tilde{T}
$$

for arbitrary $\tilde{T} \in B(\tilde{H})_{1}$, immediately follows from the definition of the trace). Applying Lemma 2 with $H_{1}=H, H_{2}=\tilde{H}, A=\mathbf{A}$, an arbitrary $T \in B(H)_{1}$, and $E_{(n)} \pi(X) E_{(n)} \in B(\tilde{H})$ in place of $X$, we obtain

$$
\operatorname{tr}_{H}\left(\mathbf{A}^{*} E_{(n)} \pi(X) \mathbf{A} T\right)=\operatorname{tr}_{\tilde{H}}\left(E_{(n)} \pi(X) E_{(n)} \mathbf{A}^{*} T \mathbf{A}\right)
$$

By (1.3.15), the right hand side converges for $n \rightarrow \infty$ to

$$
\operatorname{tr}_{H}\left(\pi(X) \mathbf{A} T \mathbf{A}^{*}\right)=\operatorname{tr}_{\tilde{H}}\left(\mathbf{A}^{*} \pi(X) \mathbf{A} T\right)
$$

the last equality following again from Lemma 2 , now with $\pi(X)$ for $X$. As $T \in B(H)_{1}$ was arbitrary, this shows that

$$
\begin{equation*}
\mathbf{A}^{*} E_{(n)} \pi(X) \mathbf{A} \underset{\mathrm{n}}{\rightarrow} \mathbf{A}^{*} \pi(X) \mathbf{A} \text { ultraweakly } \tag{0.3.16}
\end{equation*}
$$

as announced above. Taking thus the ultraweak limit of Eq. (1.3.14), we obtain

$$
\begin{equation*}
\phi^{*} X=\mathbf{A}^{*} \pi(X) \mathbf{A}=A_{0}^{*} \pi_{0}(X) a_{0}+\sum_{k \in K} A_{k}^{*} X A_{k} \tag{0.3.17}
\end{equation*}
$$

If $K$ is finite, the argument leading to (1.3.14) yields (1.3.17) directly.
The second summand on the right hand side of (1.3.17) is already of the form (1.3.3). Therefore, being the adjoint of a corresponding mapping of $B(H)_{1}$ into itself as given by (1.3.2), this term defines a normal mapping of $B(H)$ into itself. But $\phi^{*}$, as the adjoint of the operation $\phi$, is also normal; thus the same must be true for the mapping

$$
\phi_{0}: X \rightarrow A_{0}^{*} \pi_{0}(X) a_{0}
$$

But this implies $\phi_{0} X=0$ for all $X \in B(H)$ : First, every projection operator $E$ is the (ultraweak) upper limit of finite-dimensional projection operators $E_{n}$; but $\pi_{0}\left(E_{n}\right)=0$ by Lemma 1 , and thus $\phi_{0} E=0$. Second, by exploiting the spectral theorem, every Hermitian $X \in B(H)$ may be represented as an upper limit of operators $X_{n}$ which are finite linear combinations of projection operators. This implies $\phi_{0} X=0$ for Hermitian $X$ and thus, by linearity, for all $X$. Therefore, finally, Eq. (1.3.17) reduces to

$$
\phi^{*} X=\sum_{k \in K} A_{k}^{*} X A_{k}
$$

which is the required representation (1.3.3), and Theorem 1 is proved.
A slight but useful generalization of Theorem 1 is immediately obvious. Consider, together with $\phi$, an operation $\phi^{\prime}$ complementary to $\phi$, and the corresponding non-selective operation $\tilde{\phi}=\phi+\phi^{\prime}$ Since $\phi^{\prime}$ is also an operation, there exists another finite or countably infinite set of operators $A_{k}^{\prime}, k \in K^{\prime}$, so that obvious analogs of Eqs. (1.3.1) to (1.3.4) hold true. Moreover, the condition $F+F^{\prime}=1$ implies

$$
\sum_{k \in K} A_{k}^{*} A_{k}+\sum_{k \in K^{\prime}} A_{k}^{*} A_{k}^{\prime}=1
$$

A simplified notation is obtained by choosing the index sets $K$ and $K^{\prime}$ to be disjoint, with $K \cup K^{\prime}=\{1, \ldots, N\}$ or $\{1,2, \ldots\}$. This allows us to drop the primes on the operators $A_{k}$ with $k \in K^{\prime}$, and we arrive at

Theorem 1': Given any two complementary operations $\phi$ and $\phi^{\prime}$, there exists an index set $J=\{1, \ldots, N\}$ or $\{1,2, \ldots\}$, operators $A_{k}, k \in J$, with

$$
\begin{equation*}
\sum_{k \in J} A_{k}^{*} A_{k}=1 \tag{0.3.18}
\end{equation*}
$$

and two complementary subsets $K$ and $K^{\prime}$ of $J$, such that, for all $T \in B(H)_{1}$ and $X \in B(H)$,

$$
\begin{equation*}
\phi T=\sum_{k \in K} A_{k} T A_{k}^{*} \quad, \quad \phi^{*} X=\sum_{k \in K} A_{k}^{*} X A_{k} \tag{0.3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{\prime} T=\sum_{k \in K^{\prime}} A_{k} T A_{k}^{*} \quad, \quad \phi^{\prime *} X=\sum_{k \in K^{\prime}} A_{k}^{*} X A_{k} \tag{0.3.20}
\end{equation*}
$$

The corresponding non-selective operation $\tilde{\phi}=\phi+\phi^{\prime}$ is thus given by

$$
\begin{equation*}
\tilde{\phi} T=\sum_{k \in J} A_{k} T A_{k}^{*} \quad, \quad \tilde{\phi}^{*} \sum_{k \in J} A_{k}^{*} X A_{k} \tag{0.3.21}
\end{equation*}
$$

Vice versa, given arbitrary index sets $J, K$, and $K^{\prime}$ as above, and operators $A_{k}$, $k \in J$ satisfying (1.3.18), then $\phi$ and $\phi^{\prime}$ as defined by (1.3.19) and (1.3.20) are operations complementary to each other.

The operators $A_{k}$ describing a given operation $\phi$ according to Theorem 1 (or two complementary operations $\phi$ and $\phi^{\prime}$, according to Theorem $1^{\prime}$ ) are not uniquely determined. To illustrate this, assume $\phi$ is already given in the form (1.3.2) with operators $A_{k}, k \in K$. Choose another index set $L$, of cardinality not less than that of $K$, and an " $L \times K$ " matrix $U$ with matrix elements $u_{l k}, l \in L$, $k \in K$, which satisfies $U^{*} U=1$ (the " $K \times K$ " unit matrix) or, more explicitly,

$$
\sum_{l \in L} u_{l k}^{*} u_{l k^{\prime}}=\delta_{k k^{\prime}} \text { for all } k, k^{\prime} \in K
$$

(The above assumption about the cardinalities of $K$ and $L$ guarantees the existence of such matrices $U$ ). Replace the operators $A_{k}$ by new operators

$$
B_{l}=\sum_{k \in K} u_{l k} A_{k} \quad, \quad l \in L
$$

Then these operators also satisfy a condition of the form (1.3.1), because

$$
\begin{aligned}
\sum_{i \in L} B_{l}^{*} B_{l} & =\sum k, k^{\prime} \in K, l \in L u_{l k}^{*} A_{k}^{*} u-l k^{\prime} A_{k^{\prime}} \\
& =\sum_{k \in K} A_{k}^{*} A_{k}=F \leq 1
\end{aligned}
$$

Moreover, a similar calculation yields

$$
\sum_{l \in L} B_{l} T B_{l}^{*}=\sum_{k \in K} A_{k} T A_{k}^{*}=\phi T
$$

for arbitrary $T \in B(H) 11$. Therefore the given operation $\phi$ may as well be described by the new set of operators $B_{l}, l \in L$, which in general is quite different
from the original set of operators $A_{k}, k \in K$.
(To become completely rigorous, the above argument would require additional convergence considerations if either $L$ or both $K$ and $L$ are infinite sets. However, in order to illustrate the non-uniqueness of the representation (1.3.2), it is sufficient to consider finite index sets only, or - if $K$ is infinite - to choose the above matrix $U$ such that it actually modifies finitely many of the operators $A_{k}$ only.)

Some conclusions of more physical nature can also be drawn immediately from Theorem 1. First, this theorem strongly supports the point of view that not only projection operations $E$ but, more generally, arbitrary operators $F \in L(H)$ represent effects. Indeed, every such operator $F$ corresponds to an operation $\phi$ in the sense of Theorem 1. (Take, e.g., $K=\{1\}$ and $A_{1}=F^{l / 2}$ ).

Second, Theorem 1 proves that, as mentioned before, the effect $F$ does not uniquely specify the operation $\phi$ corresponding to it; or, in other words, different effect apparatuses $f_{1}$ and $f_{2}$ in the same equivalence class $F$ need not perform the same operation. To see this, note that an operation $\phi$ corresponding to a given effect $F$ may be constructed as follows. Consider an arbitrary decomposition

$$
F=\sum_{k \in K} F_{k}
$$

of $F$ into finitely or infinitely many operators $F_{k} \geq 0$. For each $k \in K$, choose an arbitrary operator $U_{k}$ with $U_{k}^{*} U_{k}=1$ (i.e., an isometric operator), and set $A_{k}=U_{k} F_{k}^{1 / 2}$. Then, indeed,

$$
\sum_{k \in K} A_{k}^{*} A_{k}=\sum_{k \in K} F_{k}=F
$$

which implies that the operators $A_{k}$ satisfy condition (1.3.1) and describe an operation $\phi$ belonging to the effect $F$. The large degree of arbitrariness in this construction of the operators $A_{k}$ is obvious. That, moreover, two different sets of operators $A_{k}$ constructed in this way can really yield two different operations, rather than only two different formal descriptions of the same operation, is easily seen with the help of simple examples. Consider, for instance, the operations $\phi$ and $\bar{\phi}$ described by

$$
K=\{1\} \quad, \quad A_{1}=F^{1 / 2}
$$

and

$$
\bar{K}=\{1,2\} \quad, \quad \bar{A}_{1}=\left(\frac{1}{2} F\right)^{1 / 2} \quad, \quad \bar{A}_{2}=U\left(\frac{1}{2} F\right)^{1 / 2}
$$

with an arbitrary isometric operator $U$, respectively. Both $\phi$ and $\bar{\phi}$ correspond to the effect $F$, but $\phi \neq \bar{\phi}$ since $\phi$ transforms pure states $W=|f\rangle\langle f|$ into pure states $\hat{W}=|\hat{f}\rangle\langle\hat{f}|$, with $\hat{f}=F^{1 / 2} f /\left\|F^{1 / 2} f\right\|$ - thus being a pure operation in
the sense of Ref. [5] - whereas $\bar{\phi}$; transforms the same initial state $W=|f\rangle\langle f|$ into

$$
\left.\hat{W}=\frac{1}{2}| | \hat{f}\right\rangle \left.\langle\hat{f}|\left|+\frac{1}{2}\right||U \hat{f}\rangle\langle U \hat{f}| \right\rvert\,
$$

which is not pure unless $U \hat{f}=e^{i \alpha} \hat{f}$
In particular, operations corresponding to decision effects $E$ are not necessarily described by the "wave packet reduction" formulae (1.2.8) and (1.2.9), which represent a very particular case of Eqs. (1.3.19) to (1.3.21) which, e.g., $J=\{1,2\}, A_{1}=E, A 2=E, K=\{1\}$ and $K^{\prime}=\{2\}$. The very limited validity of Eqs. (1.2.8) and (1.2.9) is also an empirical fact, since there are many actual measuring procedures for decision effects E which can not be described by these formulae - even if, as done here, only "non-destructive" measurements are considered.

The "ideal measurement" formulae (1.2.8) and (1.2.9) are usually derived with the help of strong additional assumptions. Particularly important among them is the postulate that a repetition of the $E$ measurement in the new state $\hat{W}$ yields the result "yes" with certainty. Measurements fulfilling this postulate are called measurements "of the first kind". In this sense (but slightly more generally), we may consider a selective operation $\phi$ as constituting a measurement of the first kind of the corresponding effect $F=\phi^{*} 1 \in L(H)$, if

$$
\operatorname{tr}(F \hat{W})=\operatorname{tr}(F \cdot \phi W) / \operatorname{tr}(F W)=\operatorname{tr}\left(\phi^{*} F \cdot W\right) / \operatorname{tr}(F W)=1
$$

i.e., if

$$
\operatorname{tr}\left(\phi^{*} F \cdot W\right)=\operatorname{tr}(F W)
$$

for all states $W$ with non-vanishing transition probabilities $\operatorname{tr}(F W)$. But since $\operatorname{tr}(F W)=\operatorname{tr}(\phi W)=0$ implies $\phi W=0$, and thus also $\operatorname{tr}\left(\phi^{*} F \cdot W\right)=\operatorname{tr}(F$. $\phi W)=0$, the last equation must actually hold for all states $W$. Therefore an operation $\phi$ constitutes an $F$ measurement of the first kind if (and only if)

$$
\phi^{*} F=F
$$

This condition, clearly, is not valid for arbitrary operations $\phi$. (For counterexamples, take $K=\{1\}, A_{1}=F^{1 / 2}$, such that $\phi^{*} F=F^{2} \neq F$ unless $F$ is a decision effect $E$. In the latter case, set $A_{1}=U E$ with a suitable unitary $U$, such that $\phi^{*} E=E U^{*} E U E \neq E$ ). Since also in practice most measurements are known not to be "of the first kind", there is thus neither a practical nor a theoretical justification for such a postulate.

Not every state transformation of physical interest is an operation. Perhaps the most important counterexample is time reversal, as described by [11]

$$
\begin{equation*}
\theta: W \rightarrow \mathbf{T} W \mathbf{T}^{*} \tag{0.3.22}
\end{equation*}
$$

with an antiunitary operator $\mathbf{T}$. (i.e., $\mathbf{T}$ is antilinear,

$$
\mathbf{T}(a f+b g)=a^{*} \mathbf{T} f+b^{*} \mathbf{T} g
$$

and satisfies

$$
\mathbf{T}^{*} \mathbf{T}=\mathbf{T} \mathbf{T}^{*}=1
$$

with $\mathbf{T}^{*}$ defined by

$$
\left(f, \mathbf{T}^{*} g\right)=(g, \mathbf{T} f)
$$

for all $f, g \in H)$. By (1.3.22), the mapping $\theta$ has the following properties:
(i) It transforms pure states into pure states.
(ii) It is trace preserving: $\operatorname{tr}(\theta W)=\operatorname{tr} W$.
(iii) It transforms the set of pure states onto (rather than only into) itself.

If $\theta$ were an operation, it would be a pure one, according to (i), and therefore it could be also represented in the form [12]

$$
\begin{equation*}
\theta: W \rightarrow A W A^{*} \tag{0.3.23}
\end{equation*}
$$

with a linear operator $A$. By (ii) (the "non-selectivity" of $\theta$ ), $A$ would be isometric: $A^{*} A=1$. Then (iii) would imply that $A$ is even unitary, i.e., also satisfying $A A^{*}=1$. (Actually (iii) is also needed to exclude the possibility that $\theta$, although being pure, might not be of the simple form (1.3.23) [12].) However, a state mapping of the form (1.3.22) with antiunitary $\mathbf{T}$ can not be rewritten in the form (1.3.23) with unitary $A$ [11]. Thus, indeed, time reversal is not an operation. Or, in other words: it is impossible - not only practically, but in principle - to build an apparatus which, when applied to an arbitrary ensemble of microsystems, would turn it into an ensemble in the time reversed state.

The mapping (1.3.22) of $K(H)$ into itself may easily be extended linearly to $B(H)_{1}$, and is then given by

$$
\begin{equation*}
\theta: T \rightarrow \mathbf{T} T^{*} \mathbf{T}^{*} \tag{0.3.24}
\end{equation*}
$$

This extended mapping is complex-linear and positive, by construction, and trace preserving. But then it can not be completely positive, since otherwise it would correspond to an operation. Although we could also prove this directly (e.g., by proving that $\theta$ is not even 2 -positive), and such proof might even be of some interest from the purely mathematical point of view, we feel no need to present this here.

### 0.4 Composite Systems

With the first representation theorem we have obtained a purely mathematical - although comparatively simple, and thus practically useful - description of
arbitrary operations $\phi$. In Section 5 below we shall present a completely different description in the form of our second representation theorem. Although somewhat more complicated mathematically, this theorem can be interpreted in terms of a quantum mechanical model of the measurement process, and is thus perhaps more transparent from the physical point of view. Its formulation and interpretation requires some knowledge of the quantum mechanical description of composite systems. This subject, touched already in Section 2 and Section 3 , shall thus be discussed now in a more systematic way.

Given two distinct and noninteracting quantum mechanical systems $I$ and $I I$ with state spaces $H_{I}$ and $H_{I I}$, respectively, the state space of the combined system $I+I I$ is the product Hilbert space $\underline{H}=H_{I} \otimes H_{I I}$. Density operators $\underline{W} \in K(\underline{H})$, therefore, describe equivalence classes of preparing instruments $\underline{w}$ for pairs of microsystems, each pair consisting of one system $I$ and one system $I I$, and effects $\underline{F} \in L(\underline{H})$ are to be measured by effect apparatuses $f$ exposed to, and possibly triggered by, such pairs.

Consider an arbitrary decision effect $E_{I} \in L\left(H_{I}\right)$ of the isolated system $I$. Standard quantum mechanics associates with it another decision effect $E_{I} \otimes 1_{I I} \in$ $L(\underline{H})$ of the composite system, with the following physical interpretation. Assume there exists at least one effect apparatus $e_{I}$ which, when applied to the isolated system $I$, measures the effect $E_{I}$, but which can also be applied to subsystem $I$ of the composite system $I+I I$, without being influenced in that case by the presence of system $I I$. (This property of the apparatus could be tested, e.g., by preparing two ensembles of pairs $I+I I$ in the same state $\underline{W}$, removing subsystem $I I$ of each pair in one ensemble, and comparing the probabilities for the triggering of the apparatus in these two ensembles.) when applied to pairs $I+I I$, the $E_{I}$ apparatus $e_{I}$ has to be considered as an effect apparatus for the composite system; the corresponding effect in $L(\underline{H})$ is assumed to be $\underline{E}_{I}=E_{I} \otimes 1_{I I}$.

Likewise, an apparatus $e_{I I}$ measuring a decision effect $E_{I I}$ on system $I I$ while being insensitive to system $I$ yields, when applied to the composite system $I+I I$, the decision effect $\underline{E}_{I I}=1_{I} \otimes E_{I I}$ in $L(\underline{H})$.

For arbitrary $E_{I}$ and $E_{I I}$ the projection operators $\underline{E}_{I}$ and $\underline{E}_{I I}$ on $\underline{H}$ commute. Therefore they describe, again according to standard quantum mechanics, "commensurable" decision effects of the composite system; i.e., these effects can be "measured together", in the following sense. (See also Section 6.) There exists a suitable apparatus with two different "yes-no pointers", both responding to single systems (pairs) $I+I I$, such that an ensemble of $N$ pairs in a state $\underline{W}$ triggers the first $\left(\underline{E}_{I}\right)$ and the second $\left(\underline{E}_{I I}\right)$ pointer approximately $\operatorname{tr}\left(\underline{E}_{I} \underline{W}\right) N$ and $\operatorname{tr}\left(\underline{E}_{I I} \underline{W}\right) N$ times, respectively. This apparatus can also be used to perform the yes-no measurement " $\underline{E}_{I}$ and $\underline{E}_{I I}$ ", defined - as in ordinary logic (Boolean algebra) - to give the result "yes" if both pointers are triggered together by the same single pair $I+I I$. Quantum mechanics associates with this correlation
measurement " $\underline{E}_{I}$ and $\underline{E}_{I I}$ " the product

$$
\begin{equation*}
\underline{E}_{I} \cdot \underline{E}_{I I}=\left(E_{I} \otimes 1_{I I}\right)\left(1_{I} \otimes E_{I I}\right)=E_{I} \otimes E_{I I} \tag{0.4.1}
\end{equation*}
$$

of the operators $\underline{E}_{I}$ and $\underline{E}_{I I}$, i.e., another decision effect $\underline{E}_{I, I I}=E_{I} \otimes E_{I I}$ of the composite system.

In the particular case considered, an apparatus for the joint measurement of $\underline{E}_{I}$ and $\underline{E}_{I I}$ can be realized as follows. Assume there exists an apparatus $e_{I}$ measuring, as above, the effects $E_{I}$ on isolated systems $I$ and $\underline{E}_{I}$ on composite systems $I+I I$, and which is not only insensitive to, but also does not influence at all the subsystem $I I$ in the latter case. (In view of the absence of interactions between the subsystems $I$ and $I I$, the existence of such an apparatus is at least not implausible. The operation performed by such an apparatus is discussed below). One then expects that a combination of such an $E_{I}$ apparatus $e_{I}$ with an analogous $E_{I I}$ apparatus $e_{I I}$ for subsystem $I I$ measures $\underline{E}_{I}$ and $\underline{E}_{I I}$ together on the composite system. This is indeed confirmed by the detailed theory presented below.

A particular type of state $\underline{W}$ of the composite system can be prepared as follows. Take a preparing instrument $w_{I}$ for system $I$ and another one, $w_{I I}$, for system $I I$. Prepare $N$ systems with each apparatus, and combine them into $N$ pairs $I+I I$. The state $\underline{W}$ of such an ensemble of $N$ pairs is called an uncorrelated state.

In view of this preparing procedure for $\underline{W}$ and the above-described explicit construction of an apparatus for the combined measurement of $\underline{E}_{I}$ and $\underline{E}_{I I}$, it is intuitively obvious that the decision effect " $\underline{E}_{I}$ and $\underline{E}_{I I}$ " (Eq. (1.4.1)) occurs in an uncorrelated state $\underline{W}$ with the probability

$$
\begin{equation*}
\operatorname{tr}\left(\left(E_{I} \otimes E_{I I}\right) \underline{W}\right)=\operatorname{tr}\left(E_{I} W_{I}\right) \cdot \operatorname{tr}\left(E_{I I} W_{I I}\right) \tag{0.4.2}
\end{equation*}
$$

i.e., the probability for the joint occurrence of the "subsystem" effects $\underline{E}_{I}$ and $\underline{E}_{I I}$ is the product of the probabilities of the effects $E_{I}$ and $E_{I I}$ in the subsystem states $W_{I}$ and $W_{I I}$ prepared by the instruments $w_{I}$ and $w_{I I}$, respectively. The two last-mentioned probabilities coincide with the probabilities of the effects $\underline{E}_{I}$ and $\underline{E}_{I I}$ in the composite system state $\underline{W}$ since, with either $E_{I I}$ or $E_{I}$ replaced by the unit operator, (1.4.2) implies

$$
\begin{equation*}
\operatorname{tr}\left(\underline{E}_{I} \underline{W}\right)=\operatorname{tr}\left(E_{I} W_{I}\right) \quad, \quad \operatorname{tr}\left(\underline{E}_{I I} \underline{W}\right)=\operatorname{tr}\left(E_{I I} W_{I I}\right) \tag{0.4.3}
\end{equation*}
$$

Like (1.4.2), these relations also have a very simple and intuitively obvious physical interpretation.

Eq. (1.4.2) implies that the density operator $W$ of an uncorrelated state is the tensor product

$$
\begin{equation*}
\underline{W}=W_{I} \otimes W_{I I} \tag{0.4.4}
\end{equation*}
$$

of the density operators $W_{I}$ and $W_{I I}$ describing the subsystem states of which $\underline{W}$ is "composed". This is because the right hand side of (1.4.2) is identical to, and can thus be replaced by, $\operatorname{tr}\left(\left(E_{I} \otimes E_{I I}\right)\left(W_{I} \otimes W_{I I}\right)\right)$. For one-dimensional projection operators $E_{I}=\left|f_{I}\right\rangle\left\langle f_{I}\right|$ and $E_{I I}=\left|f_{I I}\right\rangle\left\langle f_{I I}\right|$, for which

$$
E_{I} \otimes E_{I I}=\left|f_{I} \otimes f_{I I}\right\rangle\left\langle f_{I} \otimes f_{I I}\right|
$$

(1.4.2) can then be rewritten, with

$$
\underline{A}=\underline{W}-W_{I} \otimes W_{I I}
$$

in the form

$$
\begin{equation*}
\left(\left(f_{I} \otimes f_{I I}\right), \underline{A}\left(f_{I} \otimes f_{I I}\right)\right)=0 \tag{0.4.5}
\end{equation*}
$$

This is true for arbitrary unit vectors $f_{I} \in H_{I}$ and $f_{I I} \in H_{I I}$. The restriction to unit vectors is easily removed by multiplying (1.4.5) with suitable scale factors. Applying now the polarization identity (1.1.13) for $A=\underline{A}, f=f_{I} \otimes f_{I I}$, and $g=g_{I} \otimes f I_{I I}$, with $g_{I} \in H_{I}$ arbitrary, we obtain from (1.4.5)

$$
\left(\left(f_{I} \otimes f_{I I}\right), \underline{A}\left(g_{I} \otimes f_{I I}\right)\right)=0
$$

A similar identity,

$$
\begin{aligned}
4\left(\left(f_{I} \otimes f_{I I}\right), \underline{A}\left(g_{I} \otimes g_{I I}\right)\right)=( & \left(f_{I} \otimes\left(f_{I I}+g_{I I}\right), \underline{A}\left(g_{I} \otimes\left(f_{I I}+g_{I I}\right)\right)\right) \\
& -\left(\left(f_{I} \otimes\left(f_{I I}-g_{I I}\right), \underline{A}\left(g_{I} \otimes\left(f_{I I}-g_{I I}\right)\right)\right)\right. \\
& +i\left(\left(f_{I} \otimes\left(f_{I I}-i g_{I I}\right), \underline{A}\left(g_{I} \otimes\left(f_{I I}-i g_{I I}\right)\right)\right)\right. \\
& -i\left(\left(f_{I} \otimes\left(f_{I I}+i g_{I I}\right), \underline{A}\left(g_{I} \otimes\left(f_{I I}+i g_{I I}\right)\right)\right)\right.
\end{aligned}
$$

then leads to

$$
\left(\left(f_{I} \otimes f_{I I}\right), \underline{A}\left(g_{I} \otimes g_{I I}\right)\right)=0
$$

valid for all $f_{I}, g_{I} \in H_{I}$ and $f_{I I}, g_{I I} \in H_{I I}$. Since finite linear combinations of product vectors are dense in $\underline{H}$, this finally implies $\underline{A}=0$, i.e., Eq. (1.4.4).

Consider now, more generally, an effect $F_{I} \in L\left(H_{I}\right)$ of the isolated system $I$ which need not be a decision effect. Assume, as above for the particular case $F_{I}=E_{I}$, that there exists at least one effect apparatus $f_{I}$ in the equivalence class $F_{I}$ which can also be applied to composite systems $I+I I$, without affecting nor being affected by system $I I$ in this case. If applied in this way, the apparatus $f_{I}$ measures a certain effect $\underline{F}_{I} \in L(\underline{H}$ of the composite system. By this operational definition, the effect $\underline{F}_{I}$ must occur in an uncorrelated state (1.4.4) with a probability

$$
\begin{equation*}
\operatorname{tr}\left(\underline{F}_{I}\left(W_{I} \otimes W_{I I}\right)\right)=\operatorname{tr}\left(F_{I} W_{I}\right) \tag{0.4.6}
\end{equation*}
$$

coinciding with the probability for the effect $F_{I}$ in the state $W_{I}$ of subsystem $I$. Likewise, suitable effect apparatuses $f_{I I}$ corresponding to effects $F_{I I}$ of the isolated subsystem $I I$ define effects $\underline{F}_{I I} \in L(\underline{H})$, with

$$
\begin{equation*}
\operatorname{tr}\left(\underline{F}_{I I}\left(W_{I} \otimes W_{I I}\right)\right)=\operatorname{tr}\left(F_{I I} W_{I I}\right) \tag{0.4.7}
\end{equation*}
$$

when applied to the composite system. Finally, the combination of two such apparatuses $f_{I}$ and $f_{I I}$ is again expected to measure $\underline{F}_{I}$ and $\underline{F}_{I I}$ together. (Thus $\underline{F}_{I}$ and $\underline{F}_{I I}$ are "coexistent" effects, as discussed in detail in Section 6). The same combined apparatus can then also be used to measure the effect $\underline{F}_{I, I I}=" \underline{F}_{I}$ and $\underline{F}_{I I} "$, defined (as above) to occur if and only if both $f_{I}$ and $f_{I I}$ are triggered together by the same single pair $I+I I$. Again the probability for $\underline{F}_{I, I I}$, i.e., for the joint occurrence of $\underline{F}_{I}$ and $\underline{F}_{I I}$, must factorize in the form

$$
\begin{equation*}
\operatorname{tr}\left(\underline{F}_{I, I I}\left(W_{I} \otimes W_{I I}\right)\right)=\operatorname{tr}\left(F_{I} W_{I}\right) \cdot \operatorname{tr}\left(F_{I I} W_{I I}\right) \tag{0.4.8}
\end{equation*}
$$

for uncorrelated states. Inserting, in particular, pure states $W_{I}=\left|f_{I}\right\rangle\left\langle f_{I}\right|$ and $W_{I I}=\left|f_{I I}\right\rangle\left\langle f_{I I}\right|$, Eq. (1.4.8) now implies

$$
\begin{equation*}
\underline{F}_{I, I I}=F_{I} \otimes F_{I I} \tag{0.4.9}
\end{equation*}
$$

while Eqs. (1.4.6) and (1.4.7) imply

$$
\begin{equation*}
\underline{F}_{I}=F_{I} \otimes 1_{I I} \quad, \quad \underline{F}_{I I}=1_{I} \otimes F_{I I} \tag{0.4.10}
\end{equation*}
$$

(Compare the derivation of (1.4.4) from (1.4.2), and note that (1.4.6) and (1.4.7) are just particular cases of (1.4.8). See also Eq. (1.3.8) of Section 3). We have thus shown that relations which are already known for decision effects (e.g., (1.4.1)) can be generalized immediately, in the form of Eqs. (1.4.9) and (1.4.10), to arbitrary effects $F_{I}$ and $F_{I I}$. Effects of the form (1.4.10) and (1.4.9) will be called subsystem and correlation effects, respectively, in the following.

For an arbitrary state $\underline{W} \in K(\underline{H})$ of the composite system there exists, as is well known, a unique density operator $\operatorname{Tr}_{I I} \underline{W} \in K\left(H_{I}\right)$ for subsystem $I$, called the reduction of the state $\underline{W}$ to that subsystem, such that

$$
\begin{equation*}
\operatorname{tr}\left(\left(F_{I} \otimes 1_{I I}\right) \underline{W}\right)=\operatorname{tr}\left(F_{I} \cdot \operatorname{Tr}_{I I} \underline{W}\right) \tag{0.4.11}
\end{equation*}
$$

for all $F_{I} \in L\left(H_{I}\right)$. Thus $\operatorname{Tr}_{I I} \underline{W}$ describes the statistics of arbitrary subsystem $I$ effects in the given state $\underline{W}$; or, in other words, $\operatorname{Tr}_{I I} \underline{W}$ describes the state of the $N$ subsystems $I$ in an ensemble of $N$ pairs $I+I I$ in the state $\underline{W}$.

More generally, there exists for any $\underline{T} \in B(\underline{H})_{1}$ a unique operator $T I_{I}=$ $T r_{I I} \underline{T} \in B\left(H_{I}\right)_{1}$, which is defined implicitly by requiring

$$
\begin{equation*}
\operatorname{tr}\left(X_{I} \cdot \operatorname{Tr}_{I I} \underline{T}\right)=\operatorname{tr}\left(\left(X_{I} \otimes 1_{I I}\right) \underline{T}\right) \tag{0.4.12}
\end{equation*}
$$

for all $X_{I} \in B\left(H_{I}\right)$. Namely, for fixed $\underline{T}$, the right hand side of (1.4.12) defines a linear functional $\tau\left(X_{I}\right)$ on $B\left(H_{I}\right)$, which is norm continuous since

$$
\left|\tau\left(X_{I}\right)\right| \leq\left\|X_{i} \otimes 1_{I I}\right\|\|\underline{T}\|_{1}=\|\underline{T}\|_{1}\left\|X_{i}\right\|
$$

and therefore is of the form $\operatorname{tr}\left(X_{I} T_{I}\right)$ with a unique $T_{I} \in B\left(H_{I}\right)_{1}$. Eq. (1.4.12) thus defines a mapping $\operatorname{Tr}_{I I}: B(\underline{H})_{1} \rightarrow B\left(H_{I}\right)_{1}$ which, obviously, is linear.

It is also positive since, by (1.4.12), $\underline{T} \geq 0$ implies $\operatorname{tr}\left(X_{I} \cdot \operatorname{Tr}_{I I} \underline{T}\right) \geq 0$ for all $X_{I} \geq 0$, and thus $\operatorname{Tr}_{I I} \underline{T} \geq 0$. This also implies $\operatorname{Tr}_{I I}\left(\underline{T}^{*}\right)=\left(\operatorname{Tr}_{I I} \underline{T}\right)^{*}$; i.e., $T r_{I I}$ is a real mapping, and (1.4.12) with $X_{I}=1_{I}$ yields $\operatorname{tr}\left(\operatorname{Tr}_{I I} \underline{T}\right)=\operatorname{tr} \underline{T}$; i.e., $T r_{I I}$ is trace preserving. Therefore $T r_{I I}$ maps states $\underline{W} \in K(\underline{H})$ into states $\operatorname{Tr}_{I I} \underline{W} \in K\left(H_{I}\right)$, and (1.4.11) follows as a special case of (4.12). For $\underline{T}=T_{I} \otimes T_{I I}$, (1.4.12) implies

$$
\operatorname{tr}\left(X_{I} \cdot \operatorname{Tr}_{I I} \underline{T}\right)=\operatorname{tr}\left(X_{I} T_{I}\right) \cdot \operatorname{tr} T_{I I}
$$

and thus

$$
\begin{equation*}
\operatorname{Tr}_{I I}\left(T_{I} \otimes T_{I I}\right)=\operatorname{tr} T_{I I} \cdot T_{I} \tag{0.4.13}
\end{equation*}
$$

for arbitrary $T_{I} \in B\left(H_{I}\right)_{1}, T_{I I} \in B\left(H_{I I}\right)_{1}$. This also implies that $\operatorname{Tr}_{I I}$ maps $B(\underline{H})_{1}$ onto $B\left(H_{I}\right)_{1}$, and $K(\underline{H})$ onto $K\left(H_{I}\right)$.

A more explicit equation for $\operatorname{Tr}_{I I} \underline{T}$ follows from (1.4.12) by inserting $X_{I}=$ $\left|f_{I}\right\rangle\left\langle f_{I}\right|$ with an arbitrary unit vector $f_{I} \in H_{I}$. Evaluating the trace on the left hand side with a particular orthonormal basis $\left\{f_{I}^{i}\right\}$ in $H_{I}$, for which $f_{I}^{i}=f_{I}$, and the trace on the right hand side with the basis $\left\{f_{I}^{i} \otimes g_{I I}^{k}\right\}$ in $H_{I} \otimes H_{I I}$, with $\left\{f_{I}^{i}\right\}$ as before and an arbitrary basis $\left\{g_{I I}^{k}\right\}$ in $H_{I I}$, we then get from (1.4.12)

$$
\left(f_{I}, T r_{I I} \underline{T} f_{I}\right)=\sum_{k}\left(\left(f_{I} \otimes g_{I I}^{k}\right), \underline{T}\left(f_{I} \otimes g_{I I}^{k}\right)\right)
$$

By multiplying with scale factors and applying the polarization identity (1.1.13), we obtain from this the well-known formula

$$
\begin{equation*}
\left(f_{I}, T r_{I I} \underline{T} g_{I}\right)=\sum_{k}\left(\left(f_{I} \otimes g_{I I}^{k}\right), \underline{T}\left(g_{I} \otimes g_{I I}^{k}\right)\right) \tag{0.4.14}
\end{equation*}
$$

valid for arbitrary $f_{I}, g_{I} \in H_{I}$. Thus $\operatorname{Tr}_{I I} \underline{T}$ results from $\underline{T}$ by performing a "partial trace" with respect to $H_{I I}$; hence our notation.

By interchanging the roles of $H_{I}$ and $H_{I I}$, we obtain another mapping $\operatorname{Tr}_{I}$ : $B(\underline{H})_{1} \rightarrow B\left(H_{I I}\right)_{1}$, the partial trace with respect to $H_{I}$, with analogous properties and a similar physical interpretation.

An effect apparatus $f_{I}$, performing a selective operation $\phi_{I}$ by measuring the effect $F_{I}=\phi_{I}^{*} 1_{I}$ on subsystem $I$ and not interacting with subsystem $I I$, can also be used to perform a selective operation $\phi_{I}$ on the composite system $I+I I$. In this case, pairs $I+I I$ are selected according to the occurrence of the subsystem $I$ effect $\underline{F}_{I}=F_{I} \otimes 1_{I I}$, as measured by $f_{I}$ when applied to such pairs. If $\phi_{I}$ is represented in the form (cf. Theorem 1)

$$
\phi_{I} W_{I}=\sum_{k \in K} A_{I k} W_{I} A_{I k}^{*}
$$

with suitable operators $A_{I k}(k \in K)$ on $H_{I}$, the operation $\underline{\phi}_{I}$ is given by

$$
\begin{equation*}
\underline{\phi}_{I} \underline{W}=\sum_{k \in K}\left(A_{I k} \otimes 1_{I I}\right) \underline{W}\left(A_{I k} \otimes 1_{I I}\right)^{*} \tag{0.4.15}
\end{equation*}
$$

Then, indeed, the effect corresponding to $\underline{\phi}_{I}$ is

$$
\sum_{k \in K}\left(A_{I k} \otimes 1_{I I}\right)^{*}\left(A_{I k} \otimes 1_{I I}\right)=\left(\sum_{k \in K} A_{I k}^{*} A_{I k}\right) \otimes 1_{I I}=F_{I} \otimes 1_{I I}=\underline{F}_{I}
$$

in accordance with (1.4.10), whereas for uncorrelated states we have

$$
\begin{equation*}
\underline{\phi}\left(W_{I} \otimes W_{I} I\right)=\left(\sum_{k \in K} A_{I k}^{*} W_{I} A_{I k}\right) \otimes W_{I I}=\phi_{I} W_{I} \otimes W_{I I} \tag{0.4.16}
\end{equation*}
$$

as expected form the operational definition of $\underline{\phi}_{I}$. (Compare also Eqs. (1.3.6) to (1.3.8) of Section 3).

One can also show that, conversely, every operation $\underline{\phi}_{I}$ which acts on subsystem $I$ of the composite system $I+I I$ only, and therefore transforms uncorrelated states in accordance with Eq. (1.4.16), indeed must be of the form (1.4.15). The proof is rather lengthy, however, and is therefore omitted here.

With $\underline{\phi}_{I}$ as given by (1.4.15) and arbitrary $X_{I} \in B\left(H_{I}\right)$ and $X_{I I} \in B\left(H_{I I}\right)$, we have

$$
\underline{\phi}_{I}^{*}\left(X_{I} \otimes X_{I I}\right)=\left(\sum_{k \in K} A_{I k}^{*} X_{I} A_{I k}\right) \otimes X_{I I}=\underline{\phi}_{I}^{*} X_{I} \otimes X_{I I}
$$

From this and Eq. (1.4.12) we get, for arbitrary $\underline{W} \in K(\underline{H})$,

$$
\begin{aligned}
\operatorname{tr}\left(X_{I} \cdot \operatorname{Tr}_{I I}\left(\underline{\phi}_{I} \underline{W}\right)\right. & =\operatorname{tr}\left(\left(X_{I} \otimes 1_{I I}\right) \cdot \underline{\phi}_{I} \underline{W}\right. \\
& =\operatorname{tr}\left(\underline{\phi}_{I}^{*}\left(X_{I} \otimes 1_{I I}\right) \cdot \underline{W}\right)=\operatorname{tr}\left(\left(\underline{\phi}_{I}^{*} X_{I} \otimes 1_{I I}\right) \cdot \underline{W}\right) \\
& =\operatorname{tr}\left(\underline{\phi}_{I}^{*} X_{I} \cdot \operatorname{Tr}_{I I} \underline{W}\right)=\operatorname{tr}\left(X_{I} \cdot \phi_{I}\left(\operatorname{Tr}_{I I} \underline{W}\right)\right)
\end{aligned}
$$

Since $X_{I}$ is arbitrary, we finally obtain

$$
\begin{equation*}
\operatorname{Tr}_{I I}\left(\underline{\phi}_{I} \underline{W}\right)=\phi_{I}\left(\operatorname{Tr}_{I I} \underline{W}\right) \tag{0.4.17}
\end{equation*}
$$

This equation means, physically, that the final state of subsystem $I$ after the operation $\underline{\phi}_{I}$ - as given, up to a normalization factor, by $\operatorname{Tr}_{I I}\left(\underline{\phi}_{I} \underline{W}\right)$ - may also be obtained by applying the operation $\phi_{I}$ to the initial state $\operatorname{Tr}_{I I} \underline{W}$ of subsystem $I$. By the operational definition of $\phi_{I}$, this must indeed be true for arbitrary initial states $\underline{W}$ of the composite system. (For uncorrelated states, this property of $\phi_{I}$ is already expressed by (1.4.16)). The measurement of the correlation effect $\underline{\underline{F}}_{I, I I}=" \underline{F}_{I}$ and $\underline{F}_{I I} "$ in an ensemble of $N \gg 1$ pairs $I+I I$ in a given state $\underline{W}$ by means of a combined apparatus, consisting of $f_{I}$ and a similar apparatus $f_{I I}$ acting on subsystem $I I$, may now also be described as follows. The apparatus $f_{I}$ is triggered by

$$
N_{I}=N \operatorname{tr}\left(\underline{F}_{I} \underline{W}\right)=N \operatorname{tr}\left(\underline{\phi}_{I} \underline{W}\right)
$$

pairs, which form an ensemble in the new state

$$
\underline{\hat{W}}=\underline{\phi}_{I} \underline{W} / \operatorname{tr}\left(\underline{\phi}_{I} \underline{W}\right)
$$

In this ensemble, the subsystem $I I$ effect $\underline{F}_{I I}=1_{I} \otimes F_{I I}$ measured by $f_{I I}$ then occurs

$$
N_{I, I I}=N_{I} \operatorname{tr}\left(\underline{F}_{I I} \underline{\hat{W}}\right)=\operatorname{Ntr}\left(\underline{F}_{I I} \cdot \underline{\phi}_{I} \underline{W}\right)=\operatorname{Ntr}\left(\underline{\phi}_{I}^{*} \underline{F}_{I I} \cdot \underline{W}\right)
$$

times. Thus $f_{I}$ and $f_{I I}$ are triggered together, in an arbitrarily given state $\underline{W}$, with the probability $N_{I, I I} / N=\operatorname{tr}\left(\underline{F}_{I I} \underline{W}\right)$, where

$$
\begin{aligned}
\underline{F}_{I, I I} & =\underline{\phi}_{I}^{*} \underline{F}_{I I}=\sum_{k \in K}\left(A_{I k} \otimes 1_{I I}\right)^{*}\left(1_{I} \otimes F_{I I}\right)\left(A_{I k} \otimes 1_{I I}\right) \\
& =\left(\sum_{k \in K} A_{I k}^{*} A_{I k}\right) \otimes F_{I I}=F_{I} \otimes F_{I I}
\end{aligned}
$$

in accordance with (1.4.9).
This interpretation of the $\underline{F}_{I, I I}$ measurement is appropriate if the parts $f_{I}$ and $f_{I I}$ of the combined apparatus are applied to, and possibly triggered by, each single pair $I+I I$ in the order considered (i.e., first $f_{I}$, then $f_{I I}$ ). If, vice versa, the apparatus $f_{I I}$ is applied before $f_{I}$, a completely analogous consideration with $f_{I}$ and $f_{I I}$ interchanged again leads to (1.4.9). Our previous derivation of Eq. (1.4.9) from the requirement (1.4.8) for the joint triggering of $f_{I}$ and $f_{I I}$ in uncorrelated states is more general, however, and in particular also independent of the temporal order of the two measurements performed by $f_{I}$ and $f_{I I}$.

According to (1.4.16), the operation $\underline{\phi}_{I}$ does not change the state $W_{I I}$ of subsystem $I I$ when applied to an uncorrelated state $W_{I} \otimes W_{I I}$. This is not true for more general states $\underline{W}$; in fact, one may easily construct examples for which the final state $\operatorname{Tr}_{I} \underline{\hat{W}}$ of subsystem $I I$, with $\underline{\hat{W}}=\underline{\phi}_{I} \underline{W} / \operatorname{tr}\left(\underline{\phi}_{I} \underline{W}\right)$, is different from its initial state $\operatorname{Tr}_{I} \underline{\hat{W}}$. This is by no means surprising. If in the state $\underline{W}$ there are correlations between the subsystems $I+I I$, then a selection according to a subsystem $I$ effect $\underline{F}_{I}$ may indeed change the state of subsystem $I I$. Such state changes are thus not due to an interaction between the apparatus $f_{I}$ and subsystem $I I$, but rather result from the interplay of the correlations and the applied selection procedure. Therefore they must also be absent if no selection is made, i.e., if instead of $\underline{\phi}_{I}$ the corresponding non-selective operation $\tilde{\phi}_{I}$ is considered.

According to Theorem $1^{\prime}$ and an obvious generalization of Eq. (1.4.15), the nonselective operation $\tilde{\phi}_{I}$ performed by the apparatus $f_{I}$ on the composite System transforms $\underline{W}$ into the new state

$$
\underline{\tilde{\phi}}_{I} \underline{W}=\sum_{k \in J}\left(A_{I k} \otimes 1_{I I}\right) \underline{W}\left(A_{I k} \otimes 1_{I I}\right)^{*}
$$

Here $J$ is an index set of which the set $K$ in (1.4.15) is a subset, and the operators $A_{I k}(k \in J)$ on $H_{I}$ satisfy

$$
\sum_{k \in J} A_{I k}^{*} A_{I k}=1_{I}
$$

For arbitrary subsystem $I I$ effects $\underline{F}_{I I}=1_{I} \otimes F_{I I}$ we then get

$$
\begin{aligned}
\tilde{\phi}_{I}^{*}\left(1_{I} \otimes F_{I I}\right) & =\sum_{k \in J}\left(A_{I k}^{*} \otimes 1_{I I}\right)\left(1_{I} \otimes F_{I I}\right)\left(A_{I k} \otimes 1_{I I}\right) \\
& =\left(\sum_{k \in J} A_{I k}^{*} A_{I k}\right) \otimes F_{I I}=1_{I} \otimes F_{I I}
\end{aligned}
$$

and thus

$$
\operatorname{tr}\left(\left(1_{I} \otimes F_{I I}\right) \cdot \tilde{\phi}_{I} \underline{W}\right)=\operatorname{tr}\left(\underline{\tilde{\phi}}_{I}^{*}\left(1_{I} \otimes F_{I I}\right) \cdot \underline{W}\right)=\operatorname{tr}\left(\left(1_{I} \otimes F_{I I}\right) \cdot \underline{W}\right)
$$

This means (compare Eq. (1.4.11))

$$
\left.\operatorname{Tr}_{I}\left(\tilde{\phi}_{I}\right) \underline{W}\right)=\operatorname{Tr}_{I} \underline{W}
$$

i.e., the reduction of the composite system state to subsystem $I I$ is indeed unchanged by the operation $\tilde{\phi}_{I}$.

The preceding discussion should be sufficient to demonstrate the internal consistency of the formal description of composite systems without interaction. For later use, however, we have to generalize the theory to composite systems $I+I I$ whose subsystems $I$ and $I I$ interact with each other.

The above operational definition of subsystem and correlation effects can not be generalized immediately to the case of interacting subsystems, since then, obviously, one can not apply effect apparatuses to one subsystem without perturbing the other one. Likewise, the possibility of preparing uncorrelated states by independent preparations of the subsystems becomes questionable. In order to circumvent difficulties of this kind, we restrict our attention to so called "scattering systems", which are similar enough to noninteracting ones to be treated explicitly in a simple way, and which on the other hand are just the kind of systems encountered later on in Section 5.

A quantum mechanical system is called here a binary scattering system, if it behaves in both the distant past and future as a composite system of two noninteracting subsystems $I$ and $I I$ which can as well be prepared and studied independently of each other. If there were no interaction at all, the state space would be $H_{I} \otimes H_{I I}$, and there would exist particular subsystem and correlation effects (Eqs. (1.4.10) and (1.4.9)) with the physical interpretation discussed above. Given an arbitrary state $\underline{W}$ of the composite system, it would suffice to measure the probabilities $\operatorname{tr}\left(\underline{F}_{I, I I} \underline{W}\right)$ for sufficiently many correlation effects
(1.4.9) in order to determine $\underline{W}$ completely. (Take, e.g., $F_{I}=\left|f_{I}\right\rangle\left\langle f_{I}\right|$ and $F_{I I}=\left|f_{I I}\right\rangle\left\langle f_{I I}\right|$, so that $\operatorname{tr}\left(\underline{F}_{I, I I} \underline{W}\right)=\left(\left(f_{I} \otimes f_{I I}\right), \underline{W},\left(f_{I} \otimes f_{I I}\right)\right)$ and recall the derivation of Eq. (1.4.4)).

The state space $\underline{H}$ of a binary scattering system may still be identified with $H_{I} \otimes H_{I I}$, and there also exist particular "correlation" effects of the form (1.4.9) - including, for $F_{I I}=1_{I I}$ or $F_{I}=1_{I}$, the "subsystem" effects (1.4.10) - with the following physical meaning. Given an ensemble of such systems in some state $\underline{W}$, there exists - by the definition of a binary scattering system - a time $T_{\text {- before which each system of the ensemble behaves like a pair of two nonin- }}^{\text {b }}$ teracting subsystems $I$ and $I I$. This time $T_{-}$will depend, in general, on the state $\underline{W}$ of the ensemble. Effect apparatuses constructed for one subsystem and not interacting with the other one can thus also be applied, at times $t<T_{-}$, to all scattering systems in the given ensemble. (In most cases the subsystems $I$ and $I I$ are spatially separated from each other for $t<T_{-}$, which clearly facilitates separate measurements on them). Such separate measurements are now described by operators of the form (1.4.10), while the joint occurrence of two such effects when measured together corresponds to an effect of the form (1.4.9). Sufficiently many measurements of this type again uniquely determine the statistical operator $\underline{W}$ on $\underline{H}=H_{I} \otimes H_{I I}$.

Certain difficulties seem to arise here, however. First, the state $\underline{W}$ (i.e., the corresponding ensemble of scattering systems) might have been prepared at a time later than $T_{-}$, so that it describes an ensemble of interacting systems from the very beginning, and therefore no measurements at all could be performed before the onset of the interaction. Second, even if $\underline{W}$ was prepared before the time $T_{-}$, it might seem impossible to measure correlation effects $F_{I} \otimes F_{I I}$ with sufficiently many $F_{I}$ and $F_{I I}$ in the remaining limited time interval between the preparation and the onset of the interaction at time $T_{-}$.

In conventional quantum mechanics one more or less explicitly assumes, however, that a given effect $F$ can be measured "in principle" by many different apparatuses $f$ including, in particular, one apparatus "operating" in an arbitrarily small time interval around an arbitrarily given time $t$. Consider, e.g., a free particle, and take for $F$ a characteristic function $\chi_{V}\left(\mathbf{X}_{0}\right)$ of its position operator $\mathbf{X}_{0}$ at time $t=0$. Here $V$ is a given spatial volume, and its characteristic function $\chi_{V}$ is defined by

$$
\chi_{V}(\mathbf{x})= \begin{cases}1 & \text { for } \mathbf{x} \in V \\ 0 & \text { for } \mathbf{x} \notin V\end{cases}
$$

Then $\chi_{V}\left(\mathbf{X}_{0}\right)$ is a projection operator, thus describing a decision effect $E$. The simplest apparatus measuring $E$ (at least approximately) is a counter occupying the volume $V$ and "switched on" during a small time interval around $t=0$. The solutions of Heisenberg's equations of motion for position and momentum of a
free particle,

$$
\mathbf{X}_{t}=\mathbf{X}_{0}+\frac{1}{m} \mathbf{P}_{0} t \quad, \quad \mathbf{P}_{t}=\mathbf{P}_{0}
$$

imply, however, that $E$ may also be represented as

$$
E=\chi_{V}\left(\mathbf{X}_{t}-\frac{1}{m} \mathbf{P}_{t} t\right)
$$

in terms of position $\mathbf{X}_{t}$ and momentum $\mathbf{P}_{t}$ at any other time $t$. An apparatus measuring this particular function of $\mathbf{X}_{t}$ and $\mathbf{P}_{t}$, and thus "operating" at (or at least around) the time $t$, might thus as well be used to measure $E$. Although this indicates that "in principle" $E$ should also be measurable at time $t$, the actual construction of the corresponding apparatus can not be deduced theoretically, and might in fact be quite difficult in practice.

An assumption of this type, if made for the subsystems $I$ and $I l$, removes the second difficulty mentioned above, since then arbitrary subsystem and correlation effects can indeed be measured in any given time interval before $T_{-}$. The first difficulty is removed by an analogous assumption for preparing instruments: Given an arbitrary state $\underline{W}$, there shall exist instruments $\underline{w}$ preparing this state and operating at arbitrarily prescribed (in particular, at arbitrarily early) times.

In order to prevent misunderstandings, we want to stress here that we do not assume preparations or measurements to be "instantaneous" in any sense. Such an assumption would, in fact, be quite unrealistic in view of actual preparing and measuring processes. It is also unnecessary for the theory. Nevertheless, such processes always have a finite duration and a definite time of application; e.g., the time when one "switches on" an accelerator, "sensibilizes" a counter, or "exposes" a photographic plate. The time of application is to be included in the specification of the preparing or measuring instrument; in other words, two instruments of the same construction but?applied at different times are treated here as different. (This implies that we use the Heisenberg picture here; see below.) We should also mention that assumptions of the type described above enter the theory, more or less explicitly, at other places also. Without such assumptions it would already be difficult to understand how arbitrary effects $F$ could be measured in arbitrary states $W$. But even the very definition of effects $F$ and states $W$ in terms of equivalence classes of instruments requires more care, if one takes into account that certain preparing and measuring instruments cannot actually be combined in a single experiment since, e.g., they occupy the same region in space, or the effect apparatus operates earlier than the preparing instrument, etc. To present a theory which properly takes into account all these subtleties goes, however, far beyond the scope of the present discussion.

When analyzed in terms of the correlation effects (1.4.9), some particular states $\underline{W}$ of the scattering system will turn out to be uncorrelated in the sense of Eq.
(1.4.8), and therefore to be described by $\underline{W}=W_{I} \otimes W_{I I}$. Any such state may also be prepared in the way described above for noninteracting subsystems, i.e., by means of a preparing instrument $w_{I}$ for the state $W_{I}$ of subsystem $I$ and another one, $w_{I I}$, for $W_{I I}$. This procedure requires the use - and thus presupposes the existence - of particular preparing instruments $w_{I}$ and $w_{I I}$, both operating at times before the onset of interactions in the given state $\underline{W}$.

Up to now we have considered the "incoming" subsystem and correlation effects (1.4.10) and (1.4.9) only. But since a binary scattering system in a given state $\underline{W}$ behaves like a pair $I+I I$ of two noninteracting subsystems in the distant future as well, later than some time $T_{+}$say, on can also operationally define analogous " outgoing" subsystem and correlation effects, now to be measured at times later than $T_{+}$. (Like $T_{-}, T_{+}$also depends on the state $\underline{W}$. Both $T_{+}$and $T_{-}$are ambiguous to some extent, and may not even exist in a literal sense if the interaction does not vanish exactly but only becomes "nondetectably weak" for "sufficiently" early and late times. Although for most states $T_{-}$and $T_{+}$will satisfy $T_{-}<T_{+}$, thus including a more or less well-defined time interval of interaction, there may also exist states without any detectable interaction at all, for which one could set $T_{-}=-\infty$ and $\left.T_{+}=+\infty\right)$.

Being thus defined in a different way, the outgoing effects describing separate or joint measurements on the subsystems at sufficiently late times do not coincide with the corresponding incoming effects?(1.4.10) or (1.4.9). A subsystem $I$ apparatus $f_{I}$, for instance, in general will be triggered in a given state $\underline{W}$ with different probabilities before and after the interaction; these two measurements therefore can not be described by the same operator $\underline{F}$. However, since nevertheless the physical situations before and after the interaction are analogous, one can also "identify" the state space $\underline{H}$ of the scattering system with the tensor product $H_{I} \otimes H_{I I}$ in such a way, that the outgoing correlation and subsystem effects are described by operators of product form, as in Eqs. (1.4.9) and (1.4.10). This "identification" - mathematically, an isomorphism $\mathbf{T}_{+}$of $\underline{H}$ onto $H_{I} \otimes H_{I I}$ - cannot be the same as the one used previously, which led to the representation (1.4.9) and (1.4.10) for the incoming effects. Actually, we have not introduced explicitly the "in" analog $\mathbf{T}_{-}$of $\mathbf{T}_{+}$, but simply assumed $\underline{H}=H_{I} \otimes H_{I I}$ (so that $\mathbf{T}_{-}$became the identity map), in order to simplify our notation. Therefore, $\mathbf{T}_{+}$becomes an isomorphism of $\underline{H}=H_{I} \otimes H_{I I}$ onto the same space $H_{I} \otimes H_{I I}$; i.e., a unitary operator $\underline{S}$ on $H_{I} \otimes H_{I I}$. By definition of $\mathbf{T}_{+}$, the outgoing correlation effect defined in analogy to (1.4.9) is represented on $\mathbf{T}_{+} \underline{H}=H_{I} \otimes H_{I I}$ by the product operator $F_{I} \otimes F_{I I}$. If transformed back to $\underline{H}$, this operator acts like

$$
\mathbf{T}_{+}^{-1}\left(F_{I} \otimes F_{I I}\right) \mathbf{T}_{+}=\underline{S}^{*}\left(F_{I} \otimes F_{I I}\right) \underline{S}
$$

Outgoing correlation effects are therefore represented in our state space $\underline{H}$ by operators of the form

$$
\begin{equation*}
\underline{F}_{I, I I}^{o u t}=\underline{S}^{*}\left(F_{I} \otimes F_{I I}\right) \underline{S} \tag{0.4.18}
\end{equation*}
$$

which differ from the corresponding incoming effects $\underline{F}_{I, I I}^{i n} \equiv \underline{F}_{I, I I}$ as given by (1.4.9) by a fixed unitary transformation. Likewise, the outgoing subsystem effects corresponding to (1.4.10) are

$$
\begin{equation*}
\underline{F}_{I}^{o u t}=\underline{S}^{*}\left(F_{I} \otimes 1_{I I}\right) \underline{S} \quad, \quad \underline{F}_{I I}^{o u t}=\underline{S}^{*}\left(1_{I} \otimes F_{I I}\right) \underline{S} \tag{0.4.19}
\end{equation*}
$$

The operator $\underline{S}$, representing the overall effect of the interaction, is nothing else than the usual scattering operator or $S$ matrix. Its knowledge permits the prediction of the probabilities?

$$
\begin{equation*}
\operatorname{tr}\left(\underline{F}_{I, I I}^{o u t} \underline{W}\right)=\operatorname{tr}\left(\underline{S}^{*}\left(F_{I} \otimes F_{I I}\right) \underline{S}\right) \tag{0.4.20}
\end{equation*}
$$

for arbitrary outgoing correlation (and subsystem) effects, provided the state $\underline{W}$ is also known - e.g., from the measurement of sufficiently many incoming correlation effects, or from the fact that $\underline{W}$ has been prepared as a known uncorrelated state in the distant past. (Predictions of this kind are usually cast in the form of scattering cross sections).

The quantum mechanical description of a binary scattering system given here is rather incomplete, of course. We have discussed very particular types of yes-no measurements only, which moreover become ill-defined - both physically and mathematically' - when applied to the system during the time interval of interaction between $T_{-}$and $T_{+}$. Nevertheless, this type of description is sometimes quite adequate and sufficient - e.g., in scattering theory, or here in Section 5.

Quantum mechanics in the form presented here uses the so called Heisenberg picture. Indeed, as is characteristic of that picture, a given state is described here by a fixed statistical operator $W . ?$ Moreover, the complete specification of an effect apparatus includes the time of application; yes-no measurements performed with the same instrument at different times are thus considered as different. (The corresponding operators $F$ are usually related to each other by unitary time translation operators.) The operator $\underline{S}$ introduced above is thus the Heisenberg picture $S$ matrix.

If one discusses only measurements on the noninteracting incoming and outgoing subsystems of scattering systems, as we are doing here, then the Dirac or interaction pictures is also quite appropriate. In this picture, one rewrites the probabilities (1.4.20) for outgoing correlation effects in the form

$$
\operatorname{tr}\left(\left(F_{I} \otimes F_{I I}\right) \underline{S W S}^{*}\right)=\operatorname{tr}\left(\underline{F}_{I, I I} \underline{W}^{o u t}\right)
$$

with

$$
\begin{equation*}
\underline{W}^{\text {out }}=\underline{S W S}^{*} \tag{0.4.21}
\end{equation*}
$$

Accordingly, one describes both incoming and outgoing correlation effects by the same operators $\underline{F}_{I, I I}$ given by (1.4.9), whereas a given state (i.e., a given preparation procedure) is described by two different statistical operators: by

$$
\begin{equation*}
\underline{W}^{i n} \equiv \underline{W} \tag{0.4.22}
\end{equation*}
$$

if used to calculate probabilities for incoming effects in the form $\operatorname{tr}\left(\underline{F}_{I, I I} \underline{W}^{i n}\right)$, and by $\underline{W}^{\text {out }}$, as given by (1.4.21), which yields the probabilities $\operatorname{tr}\left(\underline{F}_{I, I I} \underline{W}^{\text {out }}\right)$ for outgoing effects. In a sense, one thus considers an incoming and the corresponding outgoing effect as "the same", and explains their (in general) different probabilities by a state change $\underline{W}^{i n} \rightarrow \underline{W}^{\text {out }}$ due to the interaction between subsystems $I$ and $I I$ in the time interval separating "incoming" and "outgoing" measurements.

This description has the formal advantage that subsystem and correlation effects have the same simple product form both before and after the interaction. (They still do not make sense operationally, however, in the interaction interval). But this is achieved at the price of spoiling the unique assignment of a statistical operator $\underline{W}$ to a given preparation procedure - i.e., at the cost of conceptual simplicity. From this point of view, the Schrodinger picture is even less appealing, and shall thus not be described here at all.

### 0.5 The Second Representation Theorem

We are now ready to derive, as announced previously, a new mathematical representation of arbitrary operations. This representation is most easily obtained from a quantum mechanical model of a yes-no measurement and the corresponding operations.

Assume for this purpose that the effect apparatus $f$ used in such a measurement can also be described quantum mechanically. Its state space is denoted by $H_{a}$, with statistical and effect operators marked by the same subscript $a$. The microsystem, to which the apparatus is applied, is described in a state space denoted by $H$, as before. A yes-no measurement performed by the apparatus $f$ on the microsystem in a state $W \in K(H)$ may then be described as follows. Before the measurement, the microsystem and the apparatus do not interact with each other, and are independently prepared in states $W$ and $W_{a}$, respectively. Here $W_{a}$ is the state in which the apparatus $f$ is "ready for measurement", and is thus determined once and for all by the construction of the apparatus $f$, whereas the state $W$ of the microsystem may be chosen arbitrarily. Then the microsystem and the apparatus interact with each other during a certain time interval (which in general will depend on $W$ unless this interaction is "switched on and off"? artificially), and separate again from each other afterwards if - as assumed here - the apparatus $f$ does not "absorb" or "destroy" the microsystem. The occurrence or non-occurrence of the effect measured by the apparatus $f$ is to be determined by a certain yes-no measurement on $f$ (e.g., by "looking at a pointer") after the interaction with the microsystem. This measurement is described formally by some effect operator $F_{a} \in L\left(H_{a}\right)$, which is again fixed by the construction? of the apparatus $f$.

In such a model, microsystem and apparatus together form a binary scattering
system as defined in Section 4, and are thus to be described in the state space $\underline{H}=H \otimes H_{a}$. It is convenient here to use the Dirac picture. The independent preparation of microsystem and apparatus means that the incoming state of the composite system is uncorrelated,

$$
\underline{W}^{i n}=W \otimes W_{a}
$$

Then the outgoing state is

$$
\underline{W}^{\text {out }}=\underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}
$$

with a unitary "scattering" operator $\underline{S}$ on $\underline{H}$ which describes the overall effect of the interaction, and is therefore also fixed by the construction of the apparatus $f$ and the kind of microsystem to which it is applied.
(In actual experiments, an ensemble of $N$ composite systems will not really consist of $N$ copies of the apparatus, each one combined with a single microsystem. Instead one uses a single apparatus $f$ only, which is put again into the state $W_{a}$, and combined with another single?microsystem in the state $W$, after the completion of a single measurement. This does not change the formalism, however, since the theory is invariant under time translations, so that single experiments performed at different times can be considered as repetitions of "the same" experiment).

Separate yes-no measurements on microsystem and apparatus are described, both before and after the interaction, by operators of the form $G \otimes 1_{a}$ and $1 \otimes G_{a}$ with $G \in L(H)$ and $G_{a} \in L\left(H_{a}\right)$, respectively, whereas correlation effects are of the form $G \otimes G_{a}$. Thus, in particular, the final "reading" of the apparatus $f$ is described as the measurement of the particular effect $1 \otimes F_{a}$ in the state $\underline{W}^{\text {out }}$. This measurement gives the result "yes" - i.e., the apparatus $f$ is triggered - with probability

$$
\begin{equation*}
f(W)=\operatorname{tr}\left(\left(1 \otimes F_{a}\right) \underline{W}^{\text {out }}\right)=\operatorname{tr}\left(\left(1 \otimes F_{a}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.1}
\end{equation*}
$$

With $W$ replaced by an arbitrary $T \in B(H)_{1}$, the last expression defines a linear functional $f(T)$ on $B(H)_{1}$. This functional is continuous with respect to the trace norm since, along with $T$ and $W_{a}, T \otimes W_{a}$ and $\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}$ are also trace class operators, and

$$
\left\|\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right\|_{1}=\left\|T \otimes W_{a}\right\|_{1}=\|T\|_{1}
$$

so that, as $\left\|1 \otimes F_{a}\right\|=\left\|F_{a}\right\| \leq 1, ?$

$$
|f(T)| \leq\left\|1 \otimes F_{a}\right\|\left\|\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right\|_{1} \leq\|T\|_{1}
$$

Therefore $f(T)$ may be rewritten in the form?

$$
f(T)=\operatorname{tr}(F T)
$$

with a unique operator $F \in B(H)$. Moreover, since (1.5.1) implies $0 \leq f(W)=$ $\operatorname{tr}(F W) \leq 1$ for all $W \in K(H), F$ satisfies $0 \leq F \leq 1$, and thus belongs to $L(H)$. Since the apparatus $f$ is thus triggered with probability $\operatorname{tr}(F W)$ by the microsystems in the (arbitrarily given) state $W$, it indeed measures a uniquely determined effect $F$.

The state of the microsystems which leave the apparatus can be determined by measuring on them arbitrary effects $G \in L(H)$ after their interaction with the apparatus. Assume first that no selection is made. Then such measurements are to be described simply as measurements of the subsystem effects $G \otimes 1_{a}$ in the state $\underline{W}^{\text {out }}$ of the composite system. These effects thus occur with the probabilities

$$
\tilde{w}(G)=\operatorname{tr}\left(\left(G \otimes 1_{a}\right) \underline{W}^{o u t}\right)=\operatorname{tr}(G \tilde{W})
$$

where

$$
\begin{equation*}
\tilde{W}=\operatorname{Tr}_{a} \underline{W}^{\text {out }}=\operatorname{Tr}_{a}\left(\underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.2}
\end{equation*}
$$

according to (1.4.11). Here $T r_{a}$ denotes the partial trace with respect to $H_{a}$; i.e., $\tilde{W}$ is the reduction of the state $\underline{W}^{\text {out }}$ to the microsystem. This shows that the interaction with the apparatus transforms an arbitrary initial state $W$ of the microsystem into a final state $\tilde{W}$ given by (1.5.2).

The mapping $\tilde{\phi}: W \rightarrow \tilde{W}$ defined by (1.5.2) may be extended immediately, in the form

$$
\begin{equation*}
\tilde{\phi} T=\operatorname{Tr}_{a}\left(\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.3}
\end{equation*}
$$

to arbitrary $T \in B(H)_{1}$. Since one can prove quite easily that (1.5.3) defines a completely positive linear mapping $\tilde{\phi}$ of $B(H)_{1}$ into itself, this implies that $\tilde{\phi}$ describes an operation. We postpone this proof until a little later, however. As expected, $\tilde{\phi}$ is a non-selective operation, since (1.5.2) implies $\operatorname{tr}(\tilde{\phi} W)=\operatorname{tr} \tilde{W}=\operatorname{tr} \underline{W}^{\text {out }}=1$ for all $W$.

The situation becomes more complicated if one uses the apparatus $f$ to perform a selective operation, and wants to determine the state of the subensemble of those microsystems which have triggered the effect $F$. Assume one has performed the $F$ measurement $N \gg 1$ times. Then the selected subensemble consists of

$$
\begin{equation*}
\hat{N}=N \operatorname{tr}(F W)=N \operatorname{tr}\left(\left(1 \otimes F_{a}\right) \underline{W}^{o u t}\right) \tag{0.5.4}
\end{equation*}
$$

microsystems, according to (1.5.1). Again the state $\hat{W}$ of this subensemble is to be determined by subsequent measurements of arbitrary effects $G \in L(H)$ on these microsystems. Such measurements give the result "yes" in

$$
\begin{equation*}
\hat{N}_{+}=N \operatorname{tr}\left(\left(G \otimes F_{a}\right) \underline{W}^{o u t}\right) \tag{0.5.5}
\end{equation*}
$$

cases, by definition of the correlation effects $G \otimes F_{a}$. Indeed, the occurance of the subsystem effect $G \otimes 1_{a}$ in the subensemble of composite systems selected according to the subsystem effect $1 \otimes f_{a}$ means that both $G \otimes 1_{a}$ and $1 \otimes F_{a}$
occur together; and both measurements are performed in the state $\underline{W}^{\text {out }}$. The probability for the occurrence of the effect $G$ in the selected subensemble of microsystems is thus, by (1.5.4) and (1.5.5),

$$
\begin{equation*}
\hat{w}(G)=\frac{\hat{N}_{+}}{\hat{N}}=\frac{\operatorname{tr}\left(\left(G \otimes F_{a}\right) \underline{\left.W^{\text {out }}\right)}\right)}{\operatorname{tr}\left(\left(1 \otimes F_{a}\right) \underline{W}^{\text {out }}\right)} \tag{0.5.6}
\end{equation*}
$$

Due to the cyclic interchangeability of operators under the trace, the numerator of the last expression may be rewritten in the form

$$
\operatorname{tr}\left(\left(G \otimes 1_{a}\right)\left(1 \otimes F_{a}^{1 / 2}\right) \underline{W^{o u t}}\left(1 \otimes F_{a}^{1 / 2}\right)=\operatorname{tr}(G \cdot \phi W)\right.
$$

with

$$
\begin{align*}
\phi W & =\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}^{1 / 2}\right) \underline{W}^{\text {out }}\left(1 \otimes F_{a}^{1 / 2}\right)\right) \\
& =\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}^{1 / 2}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}^{1 / 2}\right)\right) \tag{0.5.7}
\end{align*}
$$

according to (1.4.12).
?Since the mapping $T r_{a}$ is trace preserving,

$$
\begin{align*}
\operatorname{tr}(\phi W) & \left.=\operatorname{tr}\left(\left(1 \otimes F_{a}^{1 / 2}\right)\right) \underline{W}^{\text {out }}\left(1 \otimes F_{a}^{1 / 2}\right)\right) \\
& =\operatorname{tr}\left(\left(1 \otimes F_{a}\right) \underline{W}^{\text {out }}\right) \tag{0.5.8}
\end{align*}
$$

coincides with the denominator of the last expression in (1.5.6), so that we may rewrite this equation in the form

$$
\begin{equation*}
\hat{w}(G)=\operatorname{tr}(G \hat{W}) \quad, \quad \hat{W}=\phi W / \operatorname{tr}(\phi W) \tag{0.5.9}
\end{equation*}
$$

i.e., the selected subensemble of microsystems is in the state $\hat{W}$. Moreover, by (1.5.1), (1.5.8) and the definition of $F, \operatorname{tr}(\phi W)$ also coincides with the probability $\operatorname{tr}(F W)$ of the measured effect $F$ in the state $W$, which is the transition probability $\hat{N} / N$ for the performed selection procedure. (Thus, as discussed in Section $2, \operatorname{tr}(\phi W)=0$ again. means that the subensemble is empty, and therefore $\hat{W}$ need not - and can not - be defined via (1.5.9).) We therefore expect that the mapping $\phi: W \rightarrow \phi W$ defined by (1.5.7) describes a selective operation in the sense of Section 2.

To show this, we first extend this mapping $\phi$ to $B(H)_{1}$ in an obvious way, by defining

$$
\begin{equation*}
\phi T=\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}^{1 / 2}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}^{1 / 2}\right)\right) \tag{0.5.10}
\end{equation*}
$$

for arbitrary $T \in B(H)_{1}$. For such $T$, the operator

$$
\left(1 \otimes F_{a}^{1 / 2}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}^{1 / 2}\right)
$$

belongs to $B(H)_{1}$, since $B(H)_{1}$ is a two-sided ideal in $B(\underline{H})$ (cf. [3], Ch. 1, or [4]). It depends linearly on $T$, and is positive if $T$ is. Since $\operatorname{Tr}_{a}$ maps $B(H)_{1}$
into $B(H)_{1}$ and is linear and positive, (1.5.10) defines a positive linear mapping $\phi: B(H)_{1} \rightarrow B(H)_{1}$. Moreover, $\operatorname{tr}(\phi W) \leq 1$ for all $W$, as shown above. Therefore it only remains to prove complete positivity of $\phi$.

Take, for this purpose, an arbitrary finite-dimensional or separable Hilbert space $\underset{\sim}{H}$, and consider the product space $H \otimes \underset{\sim}{H} \otimes H_{a}$. The tensor product of Hilbert spaces is associative and commutative; i.e., the spaces $\left(H \otimes H_{a}\right) \otimes \underset{\sim}{r},(H \otimes$ $\underset{\sim}{H}) \otimes H_{a}$, etc., can all be identified with $H \otimes \underset{\sim}{H} \otimes H_{a}$ in a "natural" and obvious way. Therefore operators like $\underline{S} \otimes \underset{\sim}{1}$, or $\mathbf{T} \otimes W_{a}$, with $\mathbf{T} \in B(H \otimes \underset{\sim}{H})_{1}$, and $W_{a} \in K\left(H_{a}\right)$, etc., can be considered as operating on $H \otimes \underset{\sim}{H} \otimes H_{a}$. Define now, for arbitrary $\mathbf{T} \in B(H \otimes \underset{\sim}{H})_{1}$,

$$
\begin{equation*}
\underline{\phi} \mathbf{T}=\underline{T r}_{a}\left(\left(1 \otimes \underset{\sim}{1} \otimes F_{a}^{1 / 2}\right)(\underline{S} \otimes \underset{\sim}{1})\left(\mathbf{T} \otimes W_{a}\right)(\underline{S} \otimes \underset{\sim}{1})^{*}\left(1 \otimes \underset{\sim}{1} \otimes F_{a}^{1 / 2}\right)\right) \tag{0.5.11}
\end{equation*}
$$

with $\underline{T r}_{a}$ denoting the partial trace with respect to $H_{a}$ which maps $B(H \otimes \underset{\sim}{H} \otimes$ $\left.W_{a}\right)_{1}$ onto $B(H \otimes \underset{\sim}{H})_{1}$, and which therefore has to be distinguished from the analogous mapping $\operatorname{Tr}_{a}: B\left(H \otimes H_{a}\right)_{1} \rightarrow B(H)_{1}$ considered before. Eq. (1.5.11) is of the same form as (1.5.10), with $H_{a}, W_{a}$ and $F_{a}$ unchanged, but with $H$ replaced by $H \otimes \underset{\sim}{H}$ (and thus $H \otimes H_{a}$ by $H \otimes \underset{\sim}{H} \otimes W_{a}, 1$ by $1 \otimes \underset{\sim}{1}$, and $\operatorname{Tr}_{a}$ by $\underline{T r}_{a}, T$ by $\mathbf{T}$, and $\underline{S}$ by $\underline{S} \otimes \underset{\sim}{1}$ (which is also unitary). Therefore (1.5.11) defines a positive linear mapping $\underline{\phi}$ of $B(H \otimes \underset{\sim}{H})_{1}$ into itself. With $T \in B(H)_{1}$ and $\underset{\sim}{T} \in B(\underset{\sim}{H})_{1}$, we have

$$
(\underline{S} \otimes \underset{\sim}{1})\left(T \otimes \underset{\sim}{T} \otimes W_{a}\right)(\underline{S} \otimes \underset{\sim}{1})^{*}=\left(\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \otimes \underset{\sim}{T}
$$

so that (1.5.11) implies

$$
\begin{align*}
\underline{\phi}(T \otimes \underset{\sim}{T}) & =\underline{T r}_{a}\left(\left[\left(1 \otimes F_{a}^{1 / 2}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}^{1 / 2}\right)\right] \otimes \underset{\sim}{T}\right) \\
& =\left(\operatorname{Tr}_{a}\left[\left(1 \otimes F_{a}^{1 / 2}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}^{1 / 2}\right)\right]\right) \otimes \underset{\sim}{T} \\
& =\phi T \otimes \underset{\sim}{T} \tag{0.5.12}
\end{align*}
$$

Here we have used (5.10) and the fact that, for arbitrary $\underline{R} \in B\left(H \otimes H_{a}\right)_{1}$ and $\underset{\sim}{T} \in B(\underset{\sim}{H})_{1}$,

$$
\begin{equation*}
\underline{T r}_{a}(\underline{R} \otimes \underset{\sim}{T})=\left(T r_{a} \underline{R}\right) \otimes \underset{\sim}{T} \tag{0.5.13}
\end{equation*}
$$

(The latter is easily proved, e.g., with the help of suitably generalized versions of Eq. (1.4.14)).

Taking $\underset{\sim}{H} n$-dimensional, (1.5.12) implies that $\underline{\phi}$ coincides with the mapping $\phi_{n}$ used in Section 2 to define $n$-positivity of $\phi$. As $\underline{\phi}$ is positive for all $n$,
this establishes complete positivity of $\phi$, whereas for? infinite-dimensional $\underset{\sim}{H}$ we obtain the (apparently) stronger positivity property discussed before.

Because Eq. (1.5.3) results from (1.5.10) by substituting for $F_{a}$ the unit operator $1_{a}$, the arguments of the last two paragraphs apply to the mapping $\tilde{\phi}$ as well; i.e., $\tilde{\phi}$ is also linear and completely positive. Thus, indeed, both $\phi$ and $\tilde{\phi}$ are operations. By rearranging the operators $1 \otimes F^{1 / 2}$ under the partial trace, one obtains two equivalent but simpler versions,

$$
\begin{equation*}
\phi T=\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.14}
\end{equation*}
$$

or

$$
\phi T=\operatorname{Tr}_{a}\left(\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}\right)\right)
$$

of Eq. (1.5.10). Such rearrangements are possible since, for arbitrary $\underline{T} \in$ $B(\underset{\sim}{H})_{1}, X_{a} \in B\left(H_{a}\right)$ and $X \in B(H)$,

$$
\begin{aligned}
\operatorname{tr}\left(X \cdot \operatorname{Tr}_{a}\left(\left(1 \otimes X_{a}\right) \underline{T}\right)\right) & =\operatorname{tr}\left(\left(X \otimes 1_{a}\right)\left(1_{a} \otimes X_{a}\right) \underline{T}\right) \\
& =\operatorname{tr}\left(\left(\left(X \otimes 1_{a}\right) \underline{T}\left(1_{a} \otimes X_{a}\right)\right)=\operatorname{tr}\left(X \cdot \operatorname{Tr}_{a}\left(\underline{T}\left(1 \otimes X_{a}\right)\right)\right)\right.
\end{aligned}
$$

and thus

$$
\begin{equation*}
\operatorname{Tr}_{a}\left(\left(1 \otimes X_{a}\right) \underline{T}\right)=\operatorname{Tr}_{a}\left(\underline{T}\left(1 \otimes X_{a}\right)\right) \tag{0.5.15}
\end{equation*}
$$

If the apparatus $f$ is used to select the subensemble of microsystems which have not triggered it - i.e., which have not produced the apparatus effect $F_{a}$ - the corresponding operation $\phi^{\prime}$ is obtained simply by replacing $F_{a}$ by $F_{a}^{\prime}=1_{a}-F_{a}$ in (1.5.14). Then, for arbitrary $T e B(H)_{1}$,

$$
\begin{aligned}
\phi T+\phi^{\prime} T & =\operatorname{Tr}_{a}\left[\left(1 \otimes F_{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}+\left(1 \otimes F_{a}^{\prime}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right] \\
& =\operatorname{Tr}_{a}\left(\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right)=\tilde{\phi} T
\end{aligned}
$$

and thus, in particular,

$$
\operatorname{tr}(\phi W)+\operatorname{tr}\left(\phi^{\prime} W\right)=\operatorname{tr}(\tilde{\phi} W)=1
$$

for all $W \in \underset{\sim}{K}(H)$. Therefore $\phi$ and $\phi^{\prime}$ are complementary operations (cf. (1.2.37)), and $\tilde{\phi}$ is the non-selective operation $\phi+\phi^{\prime}$ associated with $\phi$ and $\phi^{\prime}$, as expected from the construction of the model.

The adjoint $\phi^{*}$ of the mapping $\phi$ is defined implicitly (cf. (1.2.25), (1.5.14) and (1.4.12)) by

$$
\begin{align*}
\operatorname{tr}\left(\phi^{*} X \cdot T\right) & =\operatorname{tr}(X \cdot \phi T)=\operatorname{tr}\left(\left(X \otimes 1_{a}\right)\left(1 \otimes F_{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \\
& =\operatorname{tr}\left(\left(T \otimes W_{a}\right) \underline{S}^{*}\left(X \otimes F_{a}\right) \underline{S}\right) \tag{0.5.16}
\end{align*}
$$

for arbitrary $X \in B(H)$ and $T \in B(H)_{1}$. After inserting $T=|f\rangle\langle f|$ with an arbitrary unit vector $f \in H$, evaluating the first and last trace in (1.5.16) with
suitable orthogonal bases in $H$ and $H \otimes H_{a}$ respectively, and exploiting the polarization identity (1.1.13), obtain

$$
\begin{equation*}
\left(f, \phi^{*} X g\right)=\sum_{k}\left(\left(f \otimes g_{a}^{k}\right),\left(1 \otimes W_{a}\right) \underline{S}^{*}\left(X \otimes F_{a}\right) \underline{S}\left(g \otimes g_{a}^{k}\right)\right) \tag{0.5.17}
\end{equation*}
$$

valid for all $f, g \in H$ and an arbitrary orthogonal basis $\left\{g_{a}^{k}\right\}$ in $H_{a}$, (Compare the analogous derivation of (1.4.14) from (1.4.12).) Comparing this with (1.4.14), we see that (1.5.17) can be rewritten formally as

$$
\begin{equation*}
\phi^{*} X=\operatorname{Tr}_{a}\left(\left(1 \otimes W_{a}\right) \underline{S}^{*}\left(X \otimes F_{a}\right) \underline{S}\right) \tag{0.5.18}
\end{equation*}
$$

More precisely, we have proved that the partial trace mapping $T r_{a}$, when defined by (1.4.14), can be extended to the operators $\left(1 \otimes W_{a}\right) \underline{S}^{*}\left(X \otimes F_{a}\right) \underline{S}$ (which need not belong to $\left.B\left(H \otimes H_{a}\right)_{1}\right)$, and that (1.5.18) holds true with this extension. In particular, the effect $F=\phi^{*} 1$ corresponding to $\phi$ is given explicitly by

$$
\begin{equation*}
\left.F=\operatorname{Tr}_{a}\left(1 \otimes W_{a}\right) \underline{S}^{*}\left(1 \otimes F_{a}\right) \underline{S}\right) \tag{0.5.19}
\end{equation*}
$$

Eqs. (1.5.18) and (1.5.19) are not very useful in practice, however, and shall thus not be discussed further.
?The results obtained so far are summarized and extended by

## Theorem 2 (Second Representation Theorem):

Let $H_{a}$ be a (finite-dimensional, separable or even non-separable) Hilbert space, $W_{a}$ a statistical operator and $F_{a}$ an effect operator on $H_{a}$, and $\underline{S}$ a unitary operator on $H \otimes H_{a}$. Then

$$
\begin{equation*}
\phi T=\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.20}
\end{equation*}
$$

with $T \in B(H)_{1}$ arbitrary, defines an operation $\phi$. With $F_{a}^{\prime}=1_{a}-F_{a}$,? the operation $\phi^{\prime}$ defined by

$$
\begin{equation*}
\phi^{\prime} T=\operatorname{Tr}_{a}\left(\left(1 \otimes F_{a}^{\prime}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.21}
\end{equation*}
$$

is complementary to $\phi$, and the non-selective operation $\tilde{\phi}=\phi+\phi^{\prime}$ ? associated with $\phi$ and $\phi^{\prime}$ is given by

$$
\begin{equation*}
\tilde{\phi} T=\operatorname{Tr}_{a}\left(\left(\underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right)\right. \tag{0.5.22}
\end{equation*}
$$

Vice versa, given any two complementary operations $\phi$ and $\phi^{\prime}$ on $B(H)_{1}$, there exist a Hilbert space $H_{a}$, operators $W_{a} \in K_{\sim}\left(H_{a}\right), F_{a} \in L\left(H_{a}\right)$, and a unitary operator $\underline{S}$ on $H \otimes H_{a}$, such that $\phi, \phi^{\prime}$ and $\tilde{\phi}=\phi+\phi^{\prime}$ are represented by Eqs. (1.5.20), (1.5.21) and (1.5.22), respectively. One may also require, in addition, that $H_{a}$ is separable, $W_{a}$ a pure state (i.e., a one-dimensional projection operator), and $F_{a}$ a decision effect (i.e., a projection operator).

Proof: The first part of the theorem has already been proved. (Note that the dimension of $H_{a}$ in the above model was arbitrary.) To prove the second - and more interesting - part, we start from the representations (1.3.19) and (1.3.20) of $\phi$ and $\phi^{\prime}$,

$$
\begin{equation*}
\phi T=\sum_{k \in K} A_{k} T A_{k}^{*} \quad, \quad \phi^{\prime} T=\sum_{k \in K^{\prime}} A_{k} T A_{k}^{*} \tag{0.5.23}
\end{equation*}
$$

as provided by Theorem $1^{\prime}$, and construct the Hilbert space $H_{a}$ and the operators $W_{a}, F_{a}$ and $\underline{S}$ explicitly. For the sake of definiteness, the index set $J$, of which the sets $K$ and $K^{\prime}$ occurring in (1.5.13) are complementary subsets, is taken to be $J=\{1,2, \ldots\}$. This can be done without loss of generality by setting $A_{k}=0$ for $k>N$ if the original index set $J$ was finite, $J=\{1 \ldots N\}$.

Take for $H_{a}$ a separable Hilbert space with orthogonal basis $\left\{g_{i}^{a} \mid i=0,1,2 \ldots\right\}$. Then $H \otimes H_{a}=\underline{H}$ may be decomposed, in the form

$$
\underline{H}=\underset{i \geq 0}{\oplus}\left(H \otimes g_{i}^{a}\right)=\underset{i \geq 0}{\oplus} H_{i}
$$

into orthogonal subspaces $H_{i}=H \otimes g_{i}^{a}$ isomorphic to, and therefore identified with, $H$. Taking the subspace $H_{0} \equiv H$ apart, we may also write

$$
\underline{H}=H \otimes \hat{H} \quad, \quad \hat{H}=\underset{k \geq 1}{\oplus} H_{k} \quad, \quad H_{k} \equiv H
$$

In the following, the indices $i$ and $k$ are always assumed to take the values $i=0,1,2 \ldots$ and $k=1,2 \ldots$, which somewhat simplifies the notation.

Define, in terms of the operators $A_{k}, k=l, 2 \ldots$ entering (1.5.23), an operator $\underline{A}: H \rightarrow \hat{H}=\oplus_{k} H_{k}$ by

$$
\underline{A} f=\underset{k}{\oplus} A_{k} f
$$

(Note that, for arbitrary $f \in H, A_{k} f \in H \equiv H_{k}$ ). Eq. (3.18) of Theorem 1' then implies

$$
(\underline{A} f, \underline{A} g)=\sum_{k}\left(A_{k} f, A_{k} g\right)=\sum_{k}\left(f, A_{k}^{*} A_{k} g\right)=(g, g)
$$

i.e., $\underline{A}$ is isometric, with operator norm $\|\underline{A}\|=1$. Its adjoint $\underline{A}^{*}: \hat{H} \rightarrow H$, defined by

$$
\begin{equation*}
\left(f, \underline{A}^{*} \hat{f}\right)=(\underline{A} f, \hat{f}) \tag{0.5.24}
\end{equation*}
$$

for all $f \in H$ and $\hat{f} \in \hat{H}$, is also bounded, with

$$
\left\|\underline{A}^{*}\right\|=\sup \frac{\left|\left(f, \underline{A}^{*} \hat{f}\right)\right|}{\|f\|\|f\|}=\sup \frac{|(\underline{A} f, \hat{f})|}{\|f\|\|\hat{f}\|}=\|\underline{A}\|=1
$$

Isometry of $\underline{A}$ implies

$$
\begin{equation*}
\underline{A}^{*} \underline{A}=1 \quad, \quad \underline{A A}^{*}=\hat{E} \tag{0.5.25}
\end{equation*}
$$

with some projection operator $\hat{E}$ on $\hat{H}$. Indeed, $\underline{A}^{*} \underline{A}: H \rightarrow H$ and? $\underline{A A^{*}}: \hat{H} \rightarrow$ $\hat{H}$ are obviously self-adjoint, and $\underline{A}^{*} \underline{A}=1$ since

$$
\left(f, \underline{A}^{*} \underline{A} g\right)=(\underline{A} f, \underline{A} g)=(f, g)
$$

thus

$$
\hat{E}^{2}=\underline{A A}^{*} \underline{A A}^{*}=\underline{A A}^{*}=\hat{E}
$$

Explicitly, $\underline{A}^{*}$ is given by

$$
\begin{equation*}
\underline{A}^{*}: \oplus_{k} f_{k} \rightarrow \sum_{k} A_{k}^{*} f_{k} \tag{0.5.26}
\end{equation*}
$$

for arbitrary $\oplus_{k} f_{k} \in \hat{H}$ (i.e., $f_{k} \in H, \sum_{k}\|f\|^{2}<\infty$ ), since then

$$
\begin{aligned}
\left(\underline{A}^{*}\left(\oplus_{k} f_{k}\right), f\right) & \left.=\left(\sum_{k} A_{k}^{*} f_{k}, f\right)\right)=\sum_{k}\left(f_{k}, A_{k} f\right) \\
& =\left(\oplus_{k} f_{k}, \oplus_{k} A_{k} f_{k}\right)=\left(\oplus_{k} f_{k}, \underline{A} f\right)
\end{aligned}
$$

i.e., (1.5.26) is satisfied.

Vectors $\underline{f} \in \underline{H}=H \otimes \hat{H}$ may be represented in matrix notation as

$$
\underline{f}=f \oplus \hat{f}=\binom{f}{\hat{f}}
$$

with $f \in H$ and $\hat{f} \in \hat{H}$. In this notation, bounded operators $\underline{X}$ on $\underline{H}$ can be written as operator matrices,

$$
\underline{X}=\left(\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right)
$$

with bounded operators

$$
X_{1}: H \rightarrow H \quad, \quad X_{2}: \hat{H} \rightarrow H \quad, \quad X_{3}: H \rightarrow \hat{H} \quad, \quad X_{4}: \hat{H} \rightarrow \hat{H}
$$

so that, according to "matrix multiplication",

$$
\underline{X} \underline{f}=\left(\begin{array}{ll}
X_{1} f & X_{2} \hat{f} \\
X_{3} f & X_{4} \hat{f}
\end{array}\right)
$$

The adjoint of $\underline{X}$ is easily seen to be

$$
\underline{X}^{*}=\left(\begin{array}{ll}
X_{1}^{*} & X_{3}^{*} \\
X_{2}^{*} & X_{4}^{*}
\end{array}\right)
$$

while operator products are to be calculated by "matrix multiplication", preserving the ordering of the (non-commuting) "matrix elements", of the operator matrices.

We now define, in this matrix notation, the operator $\underline{S}$ on $\underline{H}=H \otimes H_{a}$ by

$$
\underline{S}=\left(\begin{array}{cc}
0 & \underline{A}^{*}  \tag{0.5.27}\\
\underline{A} & 1-\underline{A A^{*}}
\end{array}\right)
$$

Obviously $\underline{S}^{*}=\underline{S}$; moreover, $\underline{S}$ is also unitary:

$$
\begin{aligned}
\underline{S}^{*} \underline{S}=\underline{S}^{*}=\underline{S}^{2} & =\left(\underline{A}^{*} \underline{A} \quad \underline{A}^{*}\left(\hat{1}-\underline{A A^{*}}\right)\left(\hat{1}-\underline{A A}^{*}\right) \underline{A} \quad \underline{A A^{*}}+\left(\hat{1}-\underline{A A}^{*}\right)^{2}\right) \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & \hat{1}
\end{array}\right)=\underline{1}
\end{aligned}
$$

Here we have used the following facts: By (1.5.25), $\underline{A}^{*} \underline{A}=1, \hat{1}-\underline{A A}^{*}=\hat{1}-\hat{E}$ is a projection operator, so that

$$
\begin{gathered}
\underline{A}^{*}\left(\hat{1}-{\underline{A} A^{*}}\right)=\underline{A}^{*}-\underline{A}^{*} \underline{A A}^{*}=\underline{A}^{*}-\underline{A}^{*}=0 \\
\quad\left(\hat{1}-\underline{A A^{*}}\right) \underline{A}=\underline{A}-\underline{A A^{*}} \underline{A}=\underline{A}-\underline{A}=0
\end{gathered}
$$

and

$$
\underline{A A}^{*}+\left(\hat{1}-\underline{A A}^{*}\right)^{2}=\underline{A A}^{*}+\hat{1}-\underline{A A}^{*}=\hat{1}
$$

For $W_{a}$ we take the projection operator onto $g_{0}^{a}$,

$$
\begin{equation*}
W_{a}=\left|g_{0}^{a}\right\rangle\left\langle g_{0}^{a}\right| \tag{0.5.28}
\end{equation*}
$$

Then we obtain, for arbitrary $T \in B(H)_{1}$ and $f \in H$,

$$
\begin{equation*}
\left(T \otimes W_{a}\right)\left(f \otimes g_{j}^{a}\right)=\delta_{j 0}\left(T f \otimes g_{0}^{a}\right) \tag{0.5.29}
\end{equation*}
$$

Due to the isomorphism $H \otimes H_{a} \equiv \oplus_{i} H_{i}, H_{i} \equiv H$, the vector $\underline{f}_{j}=f \otimes g_{j}^{a}$ may also be written as $\oplus_{i} \delta_{j i} f$ In the above matrix notation, this means

$$
\underline{f}_{0}=\binom{f}{0} \quad, \quad \underline{f}_{j}=\binom{0}{\oplus_{k} \delta j k f} \text { for } j>0
$$

so that (1.5.29) takes the form

$$
\left(T \otimes W_{a}\right) \underline{f}_{0}=\binom{T f}{0} \quad, \quad\left(T \otimes W_{a}\right) \underline{f}_{j}=\binom{0}{0} \quad \text { for } j>0
$$

Since vectors of the form $\underline{f}_{j}$ span $\underline{H}$, this means that $T \otimes W_{a}$ has the matrix representation

$$
T \otimes W_{a}=\left(\begin{array}{cc}
T & 0  \tag{0.5.30}\\
0 & 0
\end{array}\right)
$$

Define now, for an arbitrary (finite or infinite) subset $\kappa$ of $J=\{1,2 \ldots\}$, a projection operator $\hat{E}_{\kappa}$ on $\hat{H}$ by

$$
\hat{E}_{\kappa}\left(\underset{k}{\oplus} f_{k}\right)=\underset{k}{\oplus} g_{k} \quad, \quad g_{k}= \begin{cases}f_{k} & \text { if } k \in \kappa \\ 0 & \text { if } k \notin \kappa\end{cases}
$$

and two projection operators,

$$
E_{\kappa}^{a}=\sum_{k \in \kappa}\left|g_{k}^{a}\right\rangle\left\langle g_{k}^{a}\right| \quad, \quad E_{0, \kappa}^{a}=\left|g_{0}^{a}\right\rangle\left\langle g_{0}^{a}\right|+E_{\kappa}^{a}
$$

on $H_{a}$. Then, by arguments similar to the ones leading to (1.5.30), one easily verifies the relations

$$
1 \otimes E_{\kappa}^{a}=\left(\begin{array}{cc}
0 & 0  \tag{0.5.31}\\
0 & \hat{E}_{\kappa}
\end{array}\right) \quad, \quad 1 \otimes E_{0, \kappa}^{a}=\left(\begin{array}{cc}
1 & 0 \\
0 & \hat{E}_{\kappa}
\end{array}\right)
$$

A straightforward calculation with (1.5.27), (1.5.30) and (1.5.31) then yields

$$
\begin{align*}
\underline{B} & =\left(1 \otimes E_{\kappa}^{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}\left(1 \otimes E_{\kappa}^{a}\right) \\
& =\left(1 \otimes E_{0, \kappa}^{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}\left(1 \otimes E_{0, \kappa}^{a}\right) \\
& =\left(\begin{array}{cc}
0 & 0 \\
0 & \hat{E}_{\kappa} A T \underline{A}^{*} \hat{E}_{\kappa}
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & \hat{B}
\end{array}\right) \tag{0.5.32}
\end{align*}
$$

Since $T \in B(H)_{1}$, we have $\underline{B} \in B(\underline{H})_{1}$, and thus $\operatorname{Tr}_{a} \underline{B} \in B(H)_{1}$. The partial trace can be calculated by (a suitable analogue of) Eq. (1.4.14) with the particular basis $\left\{g_{i}^{a}\right\}$ in $H_{a}$ used before; for arbitrary $f, g \in H$ we then get

$$
\begin{equation*}
\left.\left(f, \operatorname{Tr}_{a} \underline{B} g\right)=\sum_{j \geq 0}\left((f] \otimes g_{j}^{a}\right), \underline{B}\left(g \otimes g_{j}^{a}\right)\right) \tag{0.5.33}
\end{equation*}
$$

As above, we have in matrix notation

$$
g \otimes g_{0}^{a}=\binom{g}{0} \quad, \quad g \otimes g_{j}^{a}=\binom{0}{\oplus_{k} \delta_{j k} g} \quad \text { for } j>0
$$

and similarly with $f$ instead of $g$. Thus (1.5.32) and (1.5.33) lead to

$$
\begin{aligned}
\left(f, T r_{a} \underline{B} g\right) & =\sum_{j>0}\left(\left(\underset{k}{\oplus} \delta_{j k} f\right), \hat{B}\left(\underset{k}{\oplus} \delta_{j k} g\right)\right) \\
& =\sum_{j>0}\left(\underline{A}^{*} \hat{E}_{\kappa}\left(\underset{k}{\oplus} \delta_{j k} f\right), T \underline{A}^{*} \hat{E}_{\kappa}\left(\underset{k}{\oplus} \delta_{j k} g\right)\right)
\end{aligned}
$$

By definition, $\hat{E}_{\kappa}$ reproduces $\oplus_{k} \delta_{j k} f$ if $j \in \kappa$, and annihilates it if $j \notin \kappa$. Therefore the operators $\hat{E}_{\kappa}$ may be dropped in the last expression, if the sum over $j$ is restricted to the index set $\kappa$. Eq. (1.5.26) implies

$$
\underline{A}^{*}\left(\underset{k}{\oplus} \delta_{j k} f\right)=A_{j}^{*} f
$$

so that, finally

$$
\left(f, \operatorname{Tr}_{a} \underline{B} g\right)=\sum_{j \in \kappa}\left(A_{j}^{*} f, T A_{j}^{*} g\right)=\sum_{j \in \kappa}\left(f, A_{j} T A_{j}^{*} g\right)
$$

i.e.,

$$
\begin{equation*}
T r_{a} \underline{B}=\sum_{j \in \kappa} A_{j} T A_{j}^{*} \tag{0.5.34}
\end{equation*}
$$

(Note that, as shown in Section 3, the sum in (1.5.34) is convergent also in the case where $\kappa$ is infinite, since $\sum_{k} A_{k}^{*} A_{k}=1$ ).

On the other hand, by the definition (1.5.32) of $\underline{B}$, and since $\underline{S}^{*}=\underline{S}$, we also have

$$
\begin{align*}
\operatorname{Tr}_{a} \underline{B} & =\operatorname{Tr}_{a}\left(\left(1 \otimes E_{\kappa}^{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \\
& =\operatorname{tr}_{a}\left(\left(1 \otimes E_{0, \kappa}^{a}\right) \underline{S}\left(T \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.5.35}
\end{align*}
$$

Here we have also used Eq. (1.5.15) to bring the last operator $1 \otimes E_{\kappa}^{a}$ or? $1 \otimes E_{0, \kappa}^{a}$ under the partial trace to the left, where it can be omitted since $E_{\kappa}^{a}$ and $E_{0, \kappa}^{a}$ are projection operators. Comparing Eqs. (1.5.34) and (1.5.35), we now see that we obtain the required representations (1.5.20) and (1.5.21) of $\phi$ and $\phi^{\prime}$ by taking either

$$
F_{a}=E_{K}^{a} \quad, \quad F_{a}^{\prime}=E_{0, K^{\prime}}^{a}
$$

or

$$
F_{a}=E_{0, K}^{a} \quad, \quad F_{a}^{\prime}=E_{K}^{\prime a}
$$

(By (1.5.35), it does not matter which of these we choose.) Since $K \cup K^{\prime}=$ $\{1,2, \ldots\}$, we have in both cases

$$
\begin{aligned}
F_{a}+F_{a}^{\prime} & =\sum_{k \in K}\left|g_{k}^{a}\right\rangle\left\langle g_{k}^{a}\right|+\left|g_{0}^{a}\right\rangle\left\langle g_{0}^{a}\right|+\sum_{k \in K^{\prime}}\left|g_{k}^{a}\right\rangle\left\langle g_{k}^{a}\right| \\
& =\sum_{i \geq 0}\left|g_{i}^{a}\right\rangle\left\langle g_{i}^{a}\right|=1_{a}
\end{aligned}
$$

As announced in the theorem, the operators $F_{a}$ constructed here are projection operators, and $W_{a}$ as defined by (1.5.28) describes a pure state.

We finally remark that the above construction, obviously, could also be carried through with a Hilbert space $H_{a}$ of finite dimension $N+1$, if the set of operators $A_{k}, k \in J$ entering (1.5.23) is finite, i.e., $J=\{1 \ldots N\}$.

The theorem just proved allows some conclusions, which shall be discussed now.
We have shown, first, that our quantum mechanical model of an effect apparatus and its interaction with microsystems indeed describes the measurement of an effect $F \in L(H)$ and the two complementary operations $\phi$ and $\phi^{\prime}$ associated with this measurement. Conversely, according to the second part of the theorem, any pair of complementary operations $\phi$ and $\phi^{\prime}$ could be "realized", at least "in principle", by a suitable apparatus of the type considered, which interacts with the microsystem in an appropriate way - i.e., formally, by an appropriate?choice of the state space $H_{a}$, initial state $W_{a}$ and "pointer" effect $F_{a}$ of the apparatus,
and of the scattering operator $\underline{S}$ on $H \otimes H_{a}$. This, clearly, does not prove that such an apparatus with the required interaction could be actually constructed in the laboratory. In?view of the internal consistency of quantum mechanics it is, nevertheless, quite satisfactory that the simplest possible concrete model of yes-no measurements already reproduces the very general class of operations, as introduced in a much more abstract way in Section 2.

Besides this, Theorem 2 provides additional support for our assumption that not only projection operators $E$, but rather all operators $F \in L(H)$ describe possible yes-no measurements. Indeed, even if one insists in "conventional" quantum mechanics for the model apparatus by postulating that the "pointer" effect $F_{a}$ is always described by a projection operator, the effect $F$ measured by such an apparatus need not be a projection operator. On the contrary, every effect operator $F \in L(H)$ can also be measured "in principle" by such a "conventional" apparatus, according to the last part of Theorem 2. Moreover, the operations $\phi$ performable by such model apparatuses are also completely general, so that conceivable additional restrictions on $\phi$ (as, e.g., the condition $\phi^{*} F=F$ for measurements of the first kind) cannot be justified in this way either. (Likewise, the classes of effects $F$ and operations $\phi$ described by the model are independent of whether or not only pure states are admitted as initial apparatus states $W_{a}$. But a restriction to pure states $W_{a}$ would not look very natural anyway, in view of the macroscopic nature of the apparatus).

It is frequently claimed that state changes due to measurements - and, in particular, the "wave packet reduction" formulae (1.2.8) and (1.2.9) - can not be explained by quantum mechanics. One argues, for instance, that time evolution in quantum mechanics (as described, e.g., by the Schrodinger equation for the state vectors in the Schrodinger picture) always transforms pure states into pure states, whereas the operation (1.2.9) transforms most pure states into mixtures. Theorem 2 shows that this reasoning is unfounded. Not only the particular cases (1.2.8) and (1.2.9), but in fact every pair of complementary operations $\phi$ and $\phi^{\prime}$ can be reproduced by a suitable quantum mechanical model of the measuring process. In these models, the non-selective operation $\tilde{\phi}=\phi+\phi^{\prime}$ simply results from the interaction of the microsystem with the apparatus during a certain interval of time. (Note that, by (1.5.22), $\tilde{\phi}$ is independent of the choice - or even the existence - of the effect $F_{a}$ describing the "reading" of the apparatus.) During this interaction interval the microsystem is an open system, and thus its time evolution can not be described by the usual formalism, which applies to closed (isolated) systems only. Therefore the argument quoted above is misleading; indeed, as shown here, the time evolution of the composite system apparatus plus microsystem - which is again a closed system, and is described here in the Dirac picture - leads to a state $\underline{W}^{\text {out }}$ whose reduction to the microsystem is just the state $\tilde{\phi} W$. We have shown, moreover, that the selective operations $\phi$ and $\phi^{\prime}$ can be also understood in terms of conventional quantum mechanics. Since measurements in, e.g., the state $\hat{W}=\phi W / \operatorname{tr}(\phi W)$ produced by $\phi$ are always preceded by the reading of the apparatus effect $F_{a}$, one is in fact dealing with
correlation measurements on a composite system. In our model, the operations $\phi$ and $\phi^{\prime}$ just provide a convenient "shorthand" description of such correlation measurements. This description is obtained, as in the case of $\tilde{\phi}$, when the apparatus variables are eliminated with the help of the partial trace?mapping $T r_{a}$. We may thus conclude that, contrary to a wide-spread belief, state changes of the type (1.2.8) and (1.2.9) can be perfectly well understood, if quantum mechanics is assumed to be valid also for measuring instruments.

Our model also illustrates in a simple way the physical meaning of complete positivity. An operation $\phi$ as given by Eq. (1.5.10) above is completely positive, if the mappings $\underline{\phi}$ of $B(H \otimes \underset{\sim}{H})_{1}$ into itself described by Eq. (1.5.11)
are positive for arbitrary(and, in particular, for all finite-dimensional) Hilbert spaces $\underset{\sim}{H}$. Comparing now Eqs. (1.5.10) and (1.5.11), one immediately realizes that $\phi$ may also be interpreted as an operation performed by the model apparatus ${ }^{-} f$, but now acting on a composite microsystem which consists of two noninteracting subsystems $I$ and $I I$ with state spaces $H$ and $\underset{\sim}{H}$, respectively, and is thus described in the state space $H \otimes \underset{\sim}{H}$. The model apparatus $f$ is the same in both cases, since the state space $H_{a}$, the initial apparatus state $W_{a}$ and the "pointer" effect $F_{a}$ are identical in Eqs. (1.5.10) and (1.5.11). Moreover, the unitary operator in (1.5.11) describing the "scattering" between the composite microsystem $I+I I$ and the apparatus $f$ is given by $\underline{S} \otimes \underset{\sim}{1}$. Obviously this means that, first, the apparatus interacts only with subsystem $I$ while leaving subsystem $I I$ unaffected, and second, that the interaction between subsystem $I$ and the apparatus is independent of whether or not subsystem $I I$ is present, since the resulting "scattering" is described in both cases by the same operator $\underline{S}$ on $H \otimes H_{a}$. This interpretation of Eq. (1.5.11) in terms of our quantum mechanical model is therefore in full accordance with the physical meaning of the mappings $\underline{\phi}$, as discussed in detail in Section 2.

In spite of its considerable heuristic value, however, one should not overestimate the physical significance of the model. There are good reasons to doubt that quantum mechanics in its present form is the appropriate theory of macroscopic systems like, e.g., measuring instruments. Quantum mechanics describes a macroscopic body as a composite system consisting of (at least) about $10^{24}$ atomic subsystems. This is a highly redundant description, since the overwhelming majority of "observables" of such a complex system are neither observed in practice (and perhaps not even observable at all, since their measurement might require "instruments" exceeding the size of the universe), nor really significant for the actual behavior of the system. The latter should rather be describable in terms of a much smaller set of observables, usually called the "macroscopic" ones, which are relatively easily measurable and have suitable "classical" properties. Although numerous attempts have been made to incorporate such ideas into quantum mechanics, the resulting theories can not yet be considered to yield a fully satisfactory description of macroscopic systems, in spite of some
partial successes.

But even if quantum mechanics were literally true for macrosystems, our model would still be oversimplified in many cases of practical interest. For instance, every real measuring instrument contains electrons. If now the microsystem contains electrons, too, or is itself an electron, then the tensor product $H \otimes H_{a}$ is not the appropriate state space for the combined system, since all state vectors have to be totally antisymmetric with respect to permutations of the electrons. In view of all this, our quantum mechanical model of the measuring process should really be considered as a model only, rather than as a complete and realistic description of actual measurements.

There are also applications of Theorem 2 which do not presuppose the validity of quantum mechanics for macrosystems. In such applications, the system described in the state space $H_{a}$ is also a microsystem, rather than a macroscopic apparatus $f$.

Denote by $s$ and $a$ the microsystems with state spaces $H$ and $H_{a}$, respectively, and assume that, when put together, they form a binary scattering system $s+a$. If $N$ pairs $s+a$ are prepared in an uncorrelated incoming state $W \otimes W_{a}=\underline{W}^{i n}$, their state after the scattering is $\underline{W}^{o u t}=\underline{S W}^{i n} \underline{S}^{*}$ with a unitary scattering operator $\underline{S}$ on $H \otimes H_{a}$, as above, and thus the $N$ systems $s$ are finally in the state $\tilde{W}=T r_{a} \underline{W}^{\text {out }}$. Keeping the initial state $W_{a}$ of system a fixed while varying $W$, this procedure yields again a nonselective operation $\phi: W \rightarrow \tilde{W}$ for the system $s$, as described by Eq. (1.5.22) of Theorem 2. Moreover, the $N$ systems $s$ can also be separated into two complementary ensembles, if they are selected with respect to the outcomes "yes" or "no", respectively, of a yes-no measurement $F_{a}$ performed at subsystem $a$ of each pair $s+a$ after the scattering. One then concludes as above that?these two subensembles are in the states $\hat{W}=\phi W / \operatorname{tr}(\phi W)$ and $\hat{W}^{\prime}=\phi^{\prime} W / \operatorname{tr}\left(\phi^{\prime} W\right)$, with $\phi$ and $\phi^{\prime}$ given by Eqs. (1.5.20) and (1.5.21) of Theorem 2, and consist of $N_{+}=\operatorname{tr}(\phi W) \cdot N$ and $N_{-}=\operatorname{tr}\left(\phi^{\prime} W\right) \cdot N$ systems,respectively.

An "indirect" measurement of this type, therefore, also yields two complementary operations $\phi$ and $\phi^{\prime}$ and a measurement of the corresponding effect $F=\phi^{*} 1$ on system $s$. The combination of a preparing instrument $w_{a}$ for systems $a$ in the state $W_{a}$, a single system a prepared by $w_{a}$, and an effect apparatus $f_{a}$ measuring the effect $F_{a}$ on system $a$ but insensitive to system $s$, may be considered together as a single effect apparatus $f$, to be applied to a single system $s$ in the following way: release the system $a$ from $w_{a}$, let it be scattered at the system $s$, then apply the apparatus $f_{a}$ to $a$, and read on $f_{a}$ the outcome "yes" or "no" of the experiment. Then, as shown above, this composite apparatus $f$ measures the effect $F$, and may be used to perform the operations $\phi, \phi^{\prime}$ and $\tilde{\phi}=\phi+\phi^{\prime}$ at system $s$. Again the effect $F$ will in general not be described by a projection operator, regardless of whether or not this is true for $F_{a}$. Since such indirect measurements are not uncommon in practice, this shows once more
that a restriction to projection operators as describing yes-no measurements is unnatural, and may in fact lead to internal inconsistencies of the theory.

It has even been argued ([13], Ch. 11) that typical measuring instruments always contain a suitably prepared microsystem a (a "trigger"), which first interacts with the observed system $s$, and afterwards eventually triggers some observable change on the remaining macroscopic part of the apparatus (the "amplifier"). Taking this for granted, we could describe the interaction between $a$ and $s$ as a scattering process, and consider the "amplifier" as an effect apparatus $f_{a}$ measuring a certain effect $F_{a}$ on the "trigger" $a$, thereby arriving at exactly the situation considered above. Whether or not such a description of the quantum mechanical measuring process is sufficiently realistic and really helpful for a deeper understanding, shall not be discussed here, however.

### 0.6 Coexistent Effects and Observables

A set of effects, $C \subset L(H)$, is called coexistent - or: a set of coexistent effects - if all effects $F \in C$ can be measured together by applying a suitable apparatus to single microsystems. Such an apparatus - abbreviated here by the label $c$ - may be visualized as having several "output channels", one for each effect $F \in C$, whose outputs are either "yes" or "no", and which respond with the appropriate relative frequencies to ensembles of microsystems; i.e., if the apparatus $c$ is applied successively to $N \gg 1$ systems in a state $W$, then the output channel corresponding to the effect $F \in C$ gives the output "yes" in $\operatorname{tr}(F W) N$ cases. The apparatus $c$ may thus be considered as a combination of effect apparatuses $f$, which perform the joint measurement of all effects $F \in C$ when the combined apparatus $c$ is applied to a single microsystem.

In conventional quantum mechanics only decision effects (projection operators) are considered, and coexistent sets of decision effects are usually called commensurable. (Ludwig [2] defines "commensurability" with a slightly narrower meaning; finally, however, this turns out to be equivalent to "coexistence"). It is one of the most characteristic features of quantum theory, as compared to classical theories, that there are sets of decision effects which are not commensurable. We want to investigate now the corresponding problem for arbitrary effects. The notion of "coexistence" as defined above is due to Ludwig [2]).

Commensurability in quantum mechanics is often considered - expressis verbis, or at least tentatively - as synonymous with "simultaneous" measurability. Nothing of this sort is implied, however, by the above definition of coexistence; neither the interactions of the microsystem with all parts of the "composite" apparatus $c$, nor the responses of the different output channels need be "simultaneous" in any sense. This may be illustrated by a simple example. Consider two effect apparatuses $f$ and $g$ which, when applied separately, would measure the effects $F$ and $G$, respectively. Assume that the measurement with the appa-
ratus $f$ is performed earlier than the measurement with the apparatus $g$. (Note that the times of application are included in the specification of the effect apparatuses $f$ and $g$. What actually is relevant here are the time intervals $I_{f}$ and $I_{g}$ during which the microsystem interacts with the apparatuses $f$ and $g$, respectively; we assume that the whole interval $I_{f}$ is earlier than $I_{g}$ ). Assume also that the apparatus $f$ acts non-destructively, and that the apparatuses $f$ and $g$ do not occupy the same region in space. Then both apparatuses $f$ and $g$ can be put together, and applied successively - first $f$, than $g$ - to single microsystems. The combination $f+g$ may be considered as a single apparatus $c$. Having, by construction, two different "output channels", this apparatus $c$ is expected to measure two coexistent effects $F_{1}$ and $F_{2}$.

These effects $F_{1}$ and $F_{2}$ are easily determined. To do this, we calculate the probabilities for the triggering of the two "output channels" - i.e., of the parts $f$ and $g$ of the apparatus $c$ - by microsystems in an arbitrary state $W$. When $c$ is applied successively to $N \gg 1$ systems in this state, these systems first interact with the apparatus $f$, triggering it in $\operatorname{tr}(F W) N$ cases. After this, with $\tilde{\phi}$ denoting the nonselective operation performed by $f$, the $N$ systems are in the new state $\tilde{W}=\tilde{\phi} W$, therefore triggering the apparatus $g$ in $\operatorname{tr}(G \tilde{W}) N=$ $\operatorname{tr}(G \cdot \tilde{\phi} W) N=\operatorname{tr}\left(\phi^{*} G \cdot W\right) N$ cases. Since, therefore, the probabilities in question are $\operatorname{tr}(F W)$ and $\operatorname{tr}\left(\phi^{*} G \cdot W\right)$, the effects measured together by $c$ are

$$
\begin{equation*}
F_{1}=F \quad, \quad F_{2}=\tilde{\phi}^{*} G \tag{0.6.1}
\end{equation*}
$$

According to our definition, these two effects are coexistent - but, obviously, they are not measured "simultaneously".

If, in particular, both $F$ and $G$ are decision effects,

$$
F=E \quad, \quad G=\tilde{E}
$$

and the apparatus $f$ performs an "ideal" measurement (cf. (1.2.9)),

$$
\tilde{\phi} W=E W E+E^{\prime} W E^{\prime}
$$

with $E^{\prime}=1-E$, then (1.6.1) reads

$$
\begin{equation*}
F_{2}=E^{2} \tilde{E}+E^{\prime 2} \tilde{E}=\left(E+E^{\prime}\right) \tilde{E}=\tilde{E} \tag{0.6.2}
\end{equation*}
$$

Vice versa, if $F_{2}$ is a projection operator, the same is true for $H=F_{2} E=E \tilde{E} E$ since, by (1.6.2), $F_{2}$ commutes with $E$, and the product of commuting projection operators is again a projection operator. The operator

$$
A=\tilde{E} E-E \tilde{E} E
$$

then satisfies

$$
A^{*} A=E \tilde{E} E-E \tilde{E} E \tilde{E} E=H-H^{2}=0
$$

which finally implies

$$
0=A=A^{*}=A^{*}-A=[E, \tilde{E}]
$$

As a "physical" example, consider two counters, occupying the spatial volumes $V_{1}$ and $V_{2}$ and operating at times $t_{1}$ and $t_{2}>t_{1}$, respectively, therefore measuring - when applied separately - the characteristic functions

$$
E=\chi_{V_{1}}\left(\mathbf{X}\left(t_{1}\right)\right) \quad, \quad \tilde{E}=\chi_{V_{2}}\left(\mathbf{X}\left(t_{2}\right)\right)
$$

of the position operators $\mathbf{X}(t)$ at $t=t_{1}$ and $t=t_{2}$. But position operators at different times, and thus also $E$ and $\tilde{E}$, do not commute. When applied after the first one, therefore, the second counter measures an effect $F_{2}$ which is not a decision effect. (Our assumption that the counters perform instantaneous and "ideal" measurements will not be satisfied by actual counters, however. A more realistic description of counters - if possible at all - would be much more involved, and most likely would show that even a single counter does not measure a decision effect).

On the other hand, if two projection operators $E$ and $\tilde{E}$ commute, they can be measured together - at least "in principle" - by an apparatus of the type considered, and therefore should describe commensurable decision effects. Indeed, commutativity is well known to be necessary and sufficient for the commensurability of decision effects in quantum mechanics. A complete and rigorous proof of this criterion will be presented below.

In order to obtain a general coexistence criterion, we first consider the case of two effects, $F_{1}$ and $F_{2}$. They are coexistent if and only if there exists an apparatus $c$ yielding, when applied to a single microsystem, two outputs - both either "yes" or "no" - which can be considered as results of measurements of $F_{1}$ and $F_{2}$. For the sake of brevity, these two outputs are simply called 1 and 2 here.

By adding some wiring and electronics, the apparatus $c$ can be modified to yield additional yes-no outputs besides 1 and 2 ; e.g., an output $1^{\prime}="$ not $1 "$ which is "yes" if output 1 is "no", and vice versa; an output $1 \wedge 2=" 1$ and 2 " which is "yes" if and only if both outputs 1 and 2 are "yes"; and an output $1 \vee 2=" 1$ or 2 " which is "yes" if and only if at least one of the outputs 1 and 2 is "yes". The technical realization of the corresponding new output channels in terms of the already existing channels for the outputs 1 and 2 is well known to every experimentalist. This procedure can be further continued, thereby leading also to new outputs which look somewhat more complicated when expressed in terms of the original outputs 1 and 2 .

As is also well known (and obvious from the given examples), the operations with outputs characterized by the words "not", "and" and "or" satisfy the rules of ordinary logic, i.e., the calculational rules of a Boolean algebra. (Therefore
we have already introduced the? usual symbols ' for "not", $\wedge$ for "and" and vee for "or"). With $\alpha, \beta, \gamma$, etc. denoting arbitrary outputs, the most important calculational rules are:

$$
\begin{align*}
& \alpha \wedge \alpha=\alpha, \alpha \wedge \beta=\beta \wedge \alpha,(\alpha \wedge \beta) \wedge \gamma=\alpha \wedge(\beta \wedge \gamma) \\
& \text { and analogous rules with } \vee \text { for } \wedge ; \\
& \left(\alpha^{\prime}\right)^{\prime}=\alpha,(\alpha \vee \beta)^{\prime}=\alpha^{\prime} \wedge \beta^{\prime},(\alpha \wedge \beta)^{\prime}=\alpha^{\prime} \vee \beta^{\prime}  \tag{0.6.3}\\
& \alpha \wedge \alpha^{\prime}=\emptyset, \alpha \vee \alpha^{\prime}=I, \alpha \wedge I=\alpha \vee \emptyset=\alpha
\end{align*}
$$

and

$$
\left.\begin{array}{l}
\alpha \wedge(\beta \vee \gamma)=(\alpha \wedge \beta) \vee(\alpha \wedge \gamma)  \tag{0.6.4}\\
\alpha \vee(\beta \wedge \gamma)=(\alpha \vee \beta) \wedge(\alpha \vee \gamma)
\end{array}\right\}
$$

(the distributive laws). In (1.6.3) there occur the two "trivial" outputs: $I$, which is always "yes", and $\emptyset=I^{\prime}$, which is always "no". Corresponding output channels are also easily incorporated in the given apparatus.

Starting from the original apparatus $c$ with only two output channels, wellknown technical manipulations as symbolized by ${ }^{\prime}, \wedge$ and $\vee$ thus lead to modified apparatuses with additional output channels. This "enlargement" of the apparatus, when pursued far enough, comes?to a "natural" end, however, leading finally to an apparatus $b$ which, in each single experiment, yields the 16 outputs

$$
\begin{gather*}
1,2,1^{\prime}, 2^{\prime}  \tag{0.6.5}\\
1 \wedge 2,1 \wedge 2^{\prime}, 1^{\prime} \wedge 2,1^{\prime} \wedge 2^{\prime}  \tag{0.6.6}\\
(1 \wedge 2) \vee\left(1^{\prime} \wedge 2^{\prime}\right), \quad\left(1 \wedge 2^{\prime}\right) \vee\left(1^{\prime} \wedge 2\right)  \tag{0.6.7}\\
1 \vee 2,1 \vee 2^{\prime}, 1^{\prime} \vee 2,1^{\prime} \vee 2^{\prime}  \tag{0.6.8}\\
I, \emptyset \tag{0.6.9}
\end{gather*}
$$

By using the calculational rules (1.6.3) and (1.6.4) one easily checks that any further application of the operations,$\wedge$ and $\vee$ to these 16 outputs does not enlarge the given list, so that a further enlargement of the apparatus would not really yield new outputs, but merely duplicate already realized ones. (For instance,

$$
\begin{gathered}
(1 \wedge 2)^{\prime}=1^{\prime} \vee 2^{\prime} \\
1 \wedge\left(\left(1 \wedge 2^{\prime}\right) \vee\left(1^{\prime} \wedge 2\right)\right)=\left(1 \wedge\left(1 \wedge 2^{\prime}\right)\right) \vee\left(1 \wedge\left(1^{\prime} \wedge 2\right)\right) \\
=\left(1 \wedge 2^{\prime}\right) \vee \emptyset=1 \wedge 2^{\prime} \\
\left(1^{\prime} \wedge 2\right) \vee\left(1^{\prime} \wedge 2^{\prime}\right)=1^{\prime} \wedge\left(2 \vee 2^{\prime}\right)=1^{\prime} \wedge I=1^{\prime}
\end{gathered}
$$

etc.) Being thus closed with respect to the operations ${ }^{\prime}, \wedge$ and $\vee$, the set $\underline{B}$ of the 16 outputs (1.6.5) to (1.6.9) is a Boolean algebra. As all outputs on $\alpha \in \underline{B}$ are obtained by applying these operations to the outputs 1 and $2, \underline{B}$ is in fact the smallest Boolean algebra containing the outputs 1 and 2 - i.e., the Boolean algebra generated by them.

The 16 output channels corresponding to the outputs (1.6.5) to (1.6.9) look different from each other when realized technically by connecting the original outputs 1 and 2 with suitable (e.g., electronic) devices. Therefore we treat here the outputs themselves also as different. In particular cases it may happen, nevertheless, that some of these outputs coincide (i.e., are either all "yes" or all "no") in every single experiment. For instance, the effects $F_{1}=F$ and $F_{2}=1-F=F^{\prime}$ are coexistent for every $F \in L(H)$ : If an effect apparatus $f$ with yes-no output on measures $F$, then the output $\alpha^{\prime}=$ "not $\alpha$ " of the same apparatus may be used to measure $F^{\prime}$. A corresponding second output channel may thus be added to the apparatus $f$, so that $f$ ?becomes an apparatus $c$ yielding two outputs, $1=\alpha$ for $F_{1}=F$, and $2=\alpha^{\prime}$ for $F_{2}=F^{\prime}$. This apparatus $c$ may then be further enlarged, as described above, to an apparatus $b$ with 16 different output channels. It is obvious, however, that the outputs $1^{\prime}$ and 2 of this apparatus $b$ always coincide. In such cases, one might be tempted to identify coinciding outputs, thereby arriving at smaller Boolean "output" algebra, which may also be realized technically by an apparatus $b$ with less than 16 different output channels. (In the example just considered, the identification $1^{\prime}=2$ reduces the list (1.6.5) to (1.6.9) to four different outputs, $1,1^{\prime}, I$ and $\emptyset$, so that only the two "trivial" output channels have to be added to the apparatus $c)$. Our decision to treat all outputs (1.6.5) to (1.6.9) as formally different has , however, the advantage of yielding the same "universal" Boolean algebra $\underline{B}$ also in such exceptional cases.

Two outputs $\alpha$ and $\beta$ satisfying $\alpha \wedge \beta=\emptyset$ are never both "yes" in a single experiment, and therefore are said to exclude each other. (e.g., the four outputs (1.6.6) mutually exclude each other). In this case, $\alpha \vee \beta$ actually means "either $\alpha$ or $\beta$ ", and shall be written $\alpha \dot{\mathrm{V}} \beta$ when we want to stress this narrower meaning of "or". (We shall, however, not use this notation $\alpha \dot{\vee} \beta$ for "either $\alpha$ or $\beta$ " $\left.=(\alpha \vee \beta) \wedge\left(\alpha^{\prime} \vee \beta^{\prime}\right)=\left(\alpha \wedge \beta^{\prime}\right) \vee\left(\alpha^{\prime} \wedge \beta\right)\right)$ in cases with $\alpha \wedge \beta \neq \emptyset$. Such an output, with $\alpha=1$ and $\beta=2$, is listed above under (1.6.7)). More generally, an output of the form $\alpha_{1} \vee \alpha_{2} \vee \ldots \ldots . \vee \alpha_{n}$, with $\alpha_{1} \ldots \ldots \alpha_{n}$ pairwise excluding each other, is also written $\alpha_{1} \dot{\vee} \alpha_{2} \dot{\vee} \ldots \ldots . . \dot{\vee} \alpha_{n}$, and is called the disjoint union of the effects $\alpha_{1} \ldots . \alpha_{n}$. This generalization from $n=2$ to $n>2$ is natural since, by (1.6.4),

$$
\alpha_{1} \wedge\left(\alpha_{2} \vee \ldots . . \vee \alpha_{n}\right)=\left(\alpha_{1} \wedge \alpha_{2}\right) \vee,,,,,,,, \vee\left(\alpha_{1} \wedge \alpha_{n}\right)
$$

and thus

$$
\alpha_{1} \wedge\left(\alpha_{2} \vee \ldots . . \vee \alpha_{n}\right)=\alpha_{1} \dot{\vee}\left(\alpha_{2} \vee \ldots . . \vee \alpha_{n}\right), \text { etc }
$$

When an apparatus $b$ of the type considered has been applied to a single microsystem, each one of its 16 outputs on $\alpha \in \underline{B}$ can be considered as the result of a yes-no measurement - i.e., the result of measuring a certain effect $F_{\alpha} \in L(H)$ - on the given microsystem. The apparatus $b$ thus measures together all these effects $F_{\alpha}, \alpha \in \underline{B}$, which form a certain subset $B$ of $L(H)$. As $\alpha \neq \beta$ does not necessarily imply $F_{\alpha} \neq F_{\beta}, B$ contains at most 16 different effects, but possibly fewer. (In particular, two coinciding outputs - as in the example discussed above

- clearly correspond to the same effect. But even if two outputs do not coincide in every single experiment, the corresponding effects may nevertheless be equal, as we shall see later on). The set $B$ of effects is coexistent, by definition, and it contains the original coexistent effects $F_{1}$ and $F_{2}$ corresponding to the particular outputs 1 and 2, respectively. Therefore we call $B$ a coexistent completion of the original coexistent set of effects $\left\{F_{1}, F_{2}\right\}$; the apparatus $b$ is said to realize this coexistent completion $B$ of $\left\{F_{1}, F_{2}\right\}$.

Although the joint measurement of all effects $F_{\alpha} \in B$ is most easily visualized and therefore has been discussed here - in terms of such an "enlarged" apparatus $b$, the actual construction of this apparatus $b$ is not really necessary for this purpose. The "trivial" outputs $I$ and $\emptyset$ are already fixed prior to any measurement, and all "nontrivial" outputs on $\alpha \in B$, as listed above under (1.6.5) to (1.6.8), can be calculated from the two outputs 1 and 2 of the original apparatus $c$. (For instance, if the application of this apparatus $c$ to a single microsystem yields "yes" for output 1 and "no" for output 2 , the outputs $1 \wedge 2$ and $1^{\prime} \wedge 2^{\prime}$ in (1.6.6) are "no", therefore the output $(1 \wedge 2) \vee\left(l^{\prime} \wedge 2^{\prime}\right)$ in (1.6.7) is also "no", etc). Therefore the original apparatus $c$ already measures, at least implicitly, all effects $F_{\alpha} \in B$.

The correspondence between outputs $\alpha \in \underline{B}$ and effects $F_{\alpha} \in B$ defines a mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ of $\underline{B}$ onto $B \subset L(H)$. The properties of this mapping $\mathbf{F}$ are immediately obvious from its physical meaning. First, obviously, the trivial outputs $I$ and $\emptyset$ correspond to the trivial effects represented by the operators 1 and 0 , respectively:

$$
\begin{equation*}
F_{I}=1 \quad, \quad F_{\emptyset}=0 \tag{0.6.10}
\end{equation*}
$$

Second, for mutually exclusive outputs $\alpha$ and $\beta$ the probabilities for $\alpha \dot{\vee} \beta=$ "either $\alpha$ or $\beta$ " to be "yes" must behave additively; i.e.,

$$
\operatorname{tr}\left(F_{\alpha \dot{\vee} \beta} W\right)=\operatorname{tr}\left(F_{\alpha} W\right)+\operatorname{tr}\left(F_{\beta} W\right)
$$

for arbitrary states $W$, which implies

$$
\begin{equation*}
F_{\alpha \dot{\vee} \beta}=F_{\alpha}+F_{\beta} \tag{0.6.11}
\end{equation*}
$$

This can be easily generalized to disjoint unions of $n \geq 2$ outputs in the form

$$
\begin{equation*}
F_{\alpha_{1} \dot{\vee} \ldots \ldots . . \dot{\vee} \alpha_{n}}=F_{\alpha_{1}}+\ldots \ldots+F_{\alpha_{n}} \tag{0.6.12}
\end{equation*}
$$

Finally, since $\alpha \wedge \alpha^{\prime}=\emptyset$ and $\alpha \dot{\vee} \alpha^{\prime}=I$ for all $\alpha$, (1.6.10) and (1.6.11) imply

$$
\begin{equation*}
F_{\alpha^{\prime}}=1-F_{\alpha}=F_{\alpha}^{\prime} \tag{0.6.13}
\end{equation*}
$$

i.e., $F_{\alpha}$, coincides with the effect $F_{\alpha}^{\prime}=$ "not $F_{\alpha}$ " introduced in Section 2,?as expected.

For arbitrary outputs $\alpha$ and $\beta,(1.6 .12)$ and the relations

$$
\alpha=(\alpha \wedge \beta) \dot{\vee}\left(\alpha \wedge \beta^{\prime}\right) \quad, \quad \beta=(\alpha \wedge \beta) \dot{\vee}\left(\alpha^{\prime} \wedge \beta\right)
$$

and

$$
\alpha \vee \beta=(\alpha \wedge \beta) \dot{\vee}\left(\alpha \wedge \beta^{\prime}\right) \dot{\vee}\left(\alpha^{\prime} \wedge \beta\right)
$$

imply a generalization of (1.6.11),

$$
\begin{equation*}
F_{\alpha \vee \beta}=F_{\alpha}+F_{\beta}-F_{\alpha \wedge \beta} \tag{0.6.14}
\end{equation*}
$$

In particular, we get from this

$$
\begin{equation*}
F_{\alpha \vee \beta}=F_{\alpha}+F_{\beta} \text { if } F_{\alpha \wedge \beta}=0 \tag{0.6.15}
\end{equation*}
$$

Since $F_{\alpha \wedge \beta}=0$ means that the outputs $\alpha$ and $\beta$ are never found to be both "yes", (1.6.15) has the same physical background as (1.6.11), but (1.6.15) is somewhat more general, because on $\alpha \wedge \beta=\emptyset$ implies $F_{\alpha \wedge \beta}=0$ but not vice versa. We leave it to the reader to derive a generalized version of (1.6.15),

$$
F_{\alpha_{1} \vee \ldots \ldots \vee \alpha_{n}}=F_{\alpha_{1}}+\ldots \ldots+F_{\alpha_{n}} \text { if } F_{\alpha_{i} \wedge \alpha_{k}}=0 \text { for } i \neq k
$$

Since all properties of the mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ listed so far follow from (1.6.10) and (1.6.12), these two requirements are sufficient to characterize $\mathbf{F}$. (Actually, (1.6.11) and one of the two equations (1.6.10) would also be sufficient).

The physical meaning of the effects $F_{\alpha} \in B$ follows immediately from the interpretation of the corresponding apparatus outputs on $\alpha \in \underline{B}$. For instance, the effect $F_{1 \wedge 2}$ is triggered on the apparatus $b$ if and only if both $F_{1}$ and $F_{2}$ are triggered, and may therefore be called " $F_{1}$ and $F_{2}$ ". (We have already used this terminology, for the particular case of subsystem effects, in Section 4). Similarly, e.g., $F_{1^{\prime}}, F_{1 \vee 2}$, and $F_{\left(1 \wedge 2^{\prime}\right) \vee\left(1^{\prime} \wedge 2\right)}$ may be called "not $F_{1}$ ", " $F_{1}$ or $F_{2}$ ", and "either $F_{1}$ or $F_{2}$ ", respectively. This notation should not be misunderstood, however, to mean that "not", "and" and "or" as used here represent well-defined calculational rules for effect operators, which would permit to calculate the effects $F_{\alpha^{\prime}}="$ not $F_{\alpha} ", F_{\alpha \wedge \beta}=" F_{\alpha}$ and $F_{\beta} "$ and $F_{\alpha \vee \beta}=" F_{\alpha}$ or $F_{\beta}$ " directly and uniquely from the operators $F_{\alpha}$ and $F_{\beta}$. This is only true for "not", according to (1.6.13). If there were corresponding rules also for "and" and "or", their successive application - together with (1.6.13) - would allow one to calculate uniquely all operators $F \alpha \in B$ from $F_{1}$ and $F_{2}$. (In fact the existence of one additional rule would suffice, since (1.6.14) already allows one to calculate $F_{\alpha \vee \beta}$ from $F_{\alpha \wedge \beta}$ and vice versa.) However, as we shall prove later on, the effects $F_{1}$ and $F_{2}$ do not in general uniquely determine the remaining effects $F_{\alpha} \in B$. Thus neither "and" nor "or", when used as above, represent unique calculational rules for (coexistent) effect operators.

The preceding discussion yields the following necessary condition for the coex-
istence of two effects $F_{1}$ and $F_{2}$ :


The Boolean algebra $\underline{B}$ is considered here as the abstract algebra generated by two elements 1 and 2, its internal structure being indeed independent of any more specific interpretation of its elements. Condition (1.6.16) is thus a purely mathematical one, not referring any more - as the original definition of coexistence did - to the existence of a measuring apparatus for the joint measurement of $F_{1}$ and $F_{2}$. Nevertheless, condition (1.6.16) can be interpreted to mean that one can at least imagine the existence of such an apparatus, which - when suitably extended - has the elements or $\alpha \in \underline{B}$ as outputs, and measures together all effects $F_{\alpha} \in B$. We go beyond this interpretation by assuming condition (1.6.16) to imply that such an apparatus $b$ cannot only be imagined but really constructed (at least "in principle", as theorists usually add). We thus consider condition (1.6.16) also as sufficient for the coexistence of $F_{1}$ and $F_{2}$. The set of effects $B$ occurring in (1.6.16) may then be interpreted as a coexistent completion of the set $\left\{F_{1}, F_{2}\right\}$, as realized by the apparatus $b$.

The choice of (1.6.16) as a necessary and sufficient coexistence condition is motivated by the following arguments. First, no other condition has ever been proposed. Second, (1.6.16) has a simple physical background, and its mathematical form can also be simplified considerably (see below), so that it is simply applicable as well. Third, if (1.6.16) is satisfied, one may explicitly construct a quantum mechanical model of an apparatus $b$ for the joint measurement of $F_{1}, F_{2}$ and all other effects $F_{\alpha} \in B$. Last but not least, when applied to decision effects, (1.6.16) reproduces the well-established commutativity criterion of conventional quantum mechanics. Before discussing such specific applications of (1.6.16), however, we shall first transform it into an equivalent but much simpler condition.

In this connection the four particular elements

$$
1 \wedge 2 \quad, \quad 1 \wedge 2^{\prime} \quad, \quad 1^{\prime} \wedge 2 \quad, \quad 1^{\prime} \wedge 2^{\prime}
$$

of $\underline{B}$, listed above under (1.6.6) and excluding each other pairwise, play a decisive role. Every element on $\alpha \in \underline{B}$ can be represented in a unique way as a disjoint union of $n \leq 4$; elements of this particular kind: $n=0$ yields $\alpha=\emptyset ; n=1$ yields the four elements (1.6.6) themselves; for $n=2$ we get the two elements
(1.6.7) and the four elements (1.6.5) - the latter, because

$$
\begin{align*}
& (1 \wedge 2) \dot{\vee}\left(1 \wedge 2^{\prime}\right)=1 \wedge\left(2 \vee 2^{\prime}\right)=1 \wedge I=1 \\
& (1 \wedge 2) \dot{\vee}\left(1^{\prime} \wedge 2\right)=\left(1 \vee 1^{\prime}\right) \wedge 2=I \wedge 2=2 \tag{0.6.17}
\end{align*}
$$

etc.; for $n=4$ we get

$$
\begin{align*}
& (1 \wedge 2) \dot{\vee}\left(1 \wedge 2^{\prime}\right) \dot{\vee}\left(1^{\prime} \wedge 2\right) \dot{\vee}\left(1^{\prime} \wedge 2^{\prime}\right) \\
& \quad=\left(1 \wedge\left(2 \vee 2^{\prime}\right)\right) \vee\left(1^{\prime} \wedge\left(2 \vee 2^{\prime}\right)\right)=1 \vee 1^{\prime}=I \tag{0.6.18}
\end{align*}
$$

so that, finally

$$
(1 \wedge 2) \dot{\vee}\left(1 \wedge 2^{\prime}\right) \dot{\vee}\left(1^{\prime} \wedge 2\right)=\left(1^{\prime} \wedge 2^{\prime}\right)^{\prime}=1 \vee 2
$$

etc.; i.e., $n=3$ yields the remaining four elements (1.6.8) of $\underline{B}$. (In the last equation, we have used (1.6.18) and the fact that $\alpha \dot{\vee} \beta=I$ implies $\beta=\alpha^{\prime}$ ).

Consider two effects $F_{1}$ and $F_{2}$ satisfying the coexistence condition (1.6.16). Then there exist four effects,

$$
\left.\begin{array}{l}
F_{12}=F_{1 \wedge 2} \quad, \quad F_{12^{\prime}}=F_{1 \wedge 2^{\prime}}  \tag{0.6.19}\\
F_{1^{\prime} 2}=F_{1^{\prime} \wedge 2}, \quad, \quad F_{1^{\prime} 2^{\prime}}=F_{1^{\prime} \wedge 2^{\prime}}
\end{array}\right\}
$$

the images under $\mathbf{F}$ of the four elements (1.6.6) of $\underline{B}$. Eqs. (1.6.17) and?(1.6.18), together with (1.6.10) and the additivity property (1.6.12) of the mapping $\mathbf{F}$, imply

$$
\begin{equation*}
F_{12}+F_{12^{\prime}}=F_{1} \quad, \quad F_{12}+F_{1^{\prime} 2}=F_{2} \tag{0.6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2}+F_{1^{\prime} 2^{\prime}}=1 \tag{0.6.21}
\end{equation*}
$$

More generally, since an arbitrary element $\alpha \in \underline{B}$ is a disjoint union of $n \leq 4$ elements $\beta_{i}$ from (1.6.6), (1.6.12) implies that the corresponding effect $F_{\alpha}$ is the sum of the $n$ effects $F_{\beta_{i}}$ from (1.6.19). The mapping $\mathbf{F}: \underline{B} \rightarrow B$ is thus completely specified if the four effects (1.6.19) are known. Actually it suffices to know three of them, e.g., $F_{12}, F_{12^{\prime}}$, and $F_{1^{\prime} 2^{\prime}}$. They satisfy, because of (1.6.21) and $F_{1^{\prime}, 2^{\prime}} \geq 0$,

$$
\begin{equation*}
F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2} \leq 1 \tag{0.6.22}
\end{equation*}
$$

and the missing fourth effect $F_{1^{\prime}, 2^{\prime}}$ is obtained from (1.6.21):

$$
\begin{equation*}
F_{1^{\prime}, 2^{\prime}}=1-\left(F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2}\right) \tag{0.6.23}
\end{equation*}
$$

(Eq. (1.6.23) immediately implies $F_{1^{\prime}, 2^{\prime}} \leq 1$ and - with (1.6.22) - also $F_{1^{\prime}, 2^{\prime}} \geq 0$; thus it really defines an effect).

We have thus shown that, if two effects $F_{1}$ and $F_{2}$ are coexistent according to condition (1.6.16), there exist three effects $F_{12}, F_{12^{\prime}}$, and $F_{1^{\prime}, 2^{\prime}}$ satisfying (1.6.22), such that $F_{1}$ and $F_{2}$ may be written in terms of these three effects
in the form (1.6.20). Assuming that, conversely, two effects $F_{1}$ and $F_{2}$ can be represented in the form (1.6.20)? with three effects $F_{12}, F_{12^{\prime}}$, and $F_{1^{\prime}, 2}$ satisfying (1.6.22), we shall now? prove that $F_{1}$ and $F_{2}$ satisfy the coexistence condition (1.6.16).

For this purpose, we first define a fourth effect $F_{1^{\prime}, 2^{\prime}}$ by (1.6.23), so that (1.6.21) is satisfied. Then we interpret the four effects $F_{12}$ to $F_{1^{\prime}, 2^{\prime}}$ in accordance with (1.6.19), as images of the four particular elements (1.6.6) of $\underline{B}$ under a mapping $\mathbf{F}: \alpha \in \underline{B} \rightarrow F_{\alpha} \in L(H)$ of the type considered in condition (1.6.16). If such a mapping $\mathbf{F}$ exists, then - as shown above - the images $F_{\alpha}$ under $\mathbf{F}$ of the remaining elements $\alpha \in \underline{B}$ may be represented as sums of the four particular effects (1.6.19). These representations can now be taken to define $F_{\alpha}$ for arbitrary? $\alpha \in \underline{B}$, and it only remains to show that the mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ obtained in this way has the required properties. As sums of $n \geq 4$ different operators from (1.6.19), all operators $F_{\alpha}$ are $\geq 0$, and also $\leq 1$ by (1.6.21); therefore they belong to $L(H)$. The validity of the first of Eqs. (1.6.10) follows from (1.6.18) and (1.6.21), whereas the second one is trivially satisfied. The additivity condition (1.6.12) is an immediate?consequence of the explicit construction of the effects $F_{\alpha}$. Finally, by (1.6.17) and (1.6.20), F also maps the elements 1 and 2 of $\underline{B}$ into the effects $F_{1}$ and $F_{2}$, respectively. Thus, indeed, condition (1.6.16) is satisfied for $F_{1}$ and $F_{2}$.

We have thus proved that condition (1.6.16) is equivalent to the following simpler coexistence criterion:

$$
\begin{align*}
& \text { Two effects } F_{1} \text { and } F_{2} \text { are coexistent if and only } \\
& \text { if they can be represented in the form }(c f .(1.6 .20)) \\
& \quad F_{1}=F_{12}+F_{12^{\prime}}, \quad F_{2}=F_{12}+F_{1^{\prime} 2}  \tag{0.6.24}\\
& \text { in terms of three effects } F_{12}, F_{12^{\prime}} \text {, and } F_{1^{\prime}, 2} \text { satisfying } \\
& \text { (cf. }(1.6 .22)) \\
& \quad F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2} \leq 1
\end{align*}
$$

The physical interpretation of the four effects $F_{12}, F_{12^{\prime}}, F_{1^{\prime}, 2}$ and $F_{1^{\prime}, 2^{\prime}}$ (the latter being defined by (1.6.23)) follows immediately from (1.6.19), and is most easily expressed in the terminology introduced above, according to which they may be called " $F_{1}$ and $F_{2} ", " F_{1}$ and not $F_{2} ", " F_{2}$ and not $F_{1} "$, and "not $F_{1}$ and not $F_{2} "=$ "neither $F_{1}$ nor $F_{2}$ ", respectively. If, therefore, $F_{1}$ and $F_{2}$ are measured together on single microsystems by a suitable apparatus, then the probability that single microsystems in state $W$ trigger both $F_{1}$ and $F_{2}$ is $\operatorname{tr}\left(F_{12} W\right)$, whereas the probability for triggering $F_{1}$ but not $F_{2}$ is $\operatorname{tr}\left(F_{12^{\prime}}, W\right)$, etc. In this sense, the operators $F_{12}$ to $F_{1^{\prime} 2^{\prime}}$, describe the correlations between the results of joint measurements of the two coexistent effects $F_{1}$ and $F_{2}$. Generalizing a terminology already used in Section 4, we therefore call them correlation effects.

The three correlation effects $F_{12}, F_{12^{\prime}}$, and $F_{1^{\prime} 2^{\prime}}$, as shown above, uniquely determine all effects $F_{\alpha^{\prime}}, \alpha \in \underline{B}$, and thus, among them, also the two effects $F_{1}$ and $F_{2}$ (cf. (1.6.20)). If, as usual, the effects $F_{1}$ and $F_{2}$ are given in advance,
it therefore also suffices to know besides them only a single one of these three correlation effects, as the two others may then be calculated from (1.6.20). Since Eqs. (1.6.20) and (1.6.21) also imply

$$
\begin{equation*}
F_{1}^{\prime}=F_{1^{\prime} 2}+F_{1^{\prime} 2^{\prime}} \quad, \quad F_{2}^{\prime}=F_{12^{\prime}}+F_{1^{\prime} 2^{\prime}} \tag{0.6.25}
\end{equation*}
$$

the knowledge of $F_{1}, F_{2}$ and $F_{1^{\prime} 2^{\prime}}$, is also sufficient to calculate all effects $F_{\alpha}$.
Before drawing general conclusions, we shall first illustrate the coexistence criterion (1.6.24) by the example (1.6.1), the successive application of two effect apparatuses $f$ and $g$. With $\phi$ and $\tilde{\phi}=\phi+\phi^{\prime}$ denoting the selective and nonselective operation, respectively, as performed by $f$, the two effects measured together are $F_{1}=F=\phi^{*} 1$ and $F_{2}=\tilde{\phi}^{*} G$, according to (1.6.1). In this case, the correlation effects (1.6.19) are

$$
\begin{equation*}
F_{12}=\phi^{*} G, \quad F_{12^{\prime}}=\phi^{*} G^{\prime}, \quad F_{1^{\prime} 2}=\phi^{* *} G, \quad F_{1^{\prime} 2^{\prime}}=\phi^{\prime *} G^{\prime} \tag{0.6.26}
\end{equation*}
$$

To show this, consider microsystems in a state $W$. They first trigger the apparatus $f$ - i.e., the effect $F_{1}$ - with probability $\operatorname{tr}(F W)=\operatorname{tr}(\phi W)$. Those systems which have triggered $f$ go into the new state $\hat{W}=\phi W / \operatorname{tr}(\phi W)$, thus triggering afterwards the apparatus $g$ - i.e., the effect $F_{2}$ - with probability $\operatorname{tr}(G \hat{W})$. The probability for the successive triggering of both $f$ and $g$ - i.e., for the occurrence of the effect " $F_{1}$ and $F_{2} "=F_{12}$ - is the product of these two probabilities, $\operatorname{tr}(\phi W) \cdot \operatorname{tr}(G \hat{W})=\operatorname{tr}(G \cdot \phi W)=\operatorname{tr}\left(\phi^{*} G \cdot W\right)$. This implies $F_{12}=\phi^{*} G$. (We have already presented this argument in Section 2.) The remaining equations in (1.6.26) follow similarly. Eqs. (1.6.20) and (1.6.21) are satisfied, since

$$
\begin{aligned}
& F_{12}+F_{12^{\prime}}=\phi^{*}\left(G+G^{\prime}\right)=\phi^{*} 1=F=F_{1} \\
& F_{12}+F_{1^{\prime} 2}=\left(\phi^{*}+\phi^{\prime *}\right) G=\tilde{\phi}^{*} G=F_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2}+F_{1^{\prime} 2^{\prime}} & =\phi^{*}\left(G+G^{\prime}\right)+\phi^{\prime *}\left(G+G^{\prime}\right) \\
& =\phi^{*} 1+\phi^{\prime *} 1=F+F^{\prime}=1
\end{aligned}
$$

(Alternatively, we could use Eqs. (1.6.20) and (1.6.21) to calculate the last three correlation effects in (1.6.26) from $F_{1}, F_{2}$ and $F_{12}=\phi^{*} G$, as remarked above).

We shall now derive from (1.6.24) some general results on pairs of coexistent effects.

1. Two effects $F_{1}$ and $F_{2}$ with $F_{1} \leq F_{2}$ are coexistent.

To show this, take $F_{12^{\prime}}=$. Then, by (1.6.20), we must set $F_{12}=F_{1}$ and $F_{1^{\prime} 2}=F_{2}-F_{1}$ (the latter being $\geq 0$ since $F_{2} \geq F_{1}$, and $\leq F_{2} \leq 1$ ), and (1.6.22) is valid since $F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2}=F_{2} \leq 1$ The possibility of choosing $F_{12^{\prime}}=" F_{1}$ and not $F_{2} "=0$ means that, on a suitable apparatus for the
joint measurement of $F_{1}$ and $F_{2}$, the occurrence of $F_{1}$ is always accompanied by the occurrence of $F_{2}$; i.e., on that apparatus the occurrence of $F_{1}$ implies the occurrence of $F_{2}$.
2. Two effects $F_{1}$ and $F_{2}$ with $F_{1} \leq F_{2}^{\prime}$ are coexistent. (Note that the relation $F_{1} \leq F_{2}^{\prime}$ is equivalent to $F_{1}+F_{2} \leq 1$, and is thus symmetric with respect to $F_{1}$ and $F_{2}$ ).

Set $F 12=0$ and thus, by $(1.6 .20), F_{12^{\prime}}=F_{1}, F_{1^{\prime} 2}=F_{2}$; then, indeed, $F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2}=F_{1}+F_{2} \leq 1$. Clearly, $F_{12}=0$ means that $F_{1}$ and $F_{2}$ exclude each other (i.e., never occur together) on an apparatus described by this choice.
3. Two effects $F_{1}$ and $F_{2}$ with $\left[F_{1}, F_{2}\right]=0$ are coexistent.

To show this, set

$$
\begin{equation*}
F_{12}=F_{1} F_{2}, \quad F_{12^{\prime}}=F_{1} F_{2}^{\prime}, \quad F_{1^{\prime} 2}=F_{1}^{\prime} F_{2}, \quad F_{1^{\prime} 2^{\prime}}=F_{1}^{\prime} F_{2}^{\prime} \tag{0.6.27}
\end{equation*}
$$

These operators are $\geq 0$ and $\leq 1$ since, e.g.,

$$
\left(f, F_{1} F_{2} f\right)=\left\|F_{1}^{1 / 2} F_{2}^{1 / 2} f\right\|^{2}
$$

is $\geq 0$ and $\leq\|f\|^{2}=(f, 1 f)$ for all $f \in H$. The validity of (1.6.20) and (1.6.21) is easily checked. As the four operators (1.6.27) commute with each other, the same is true for arbitrary sums of them, and thus also for arbitrary effects $F_{\alpha} \in B$.

The joint measurement of $F_{1}$ and $F_{2}$ described by (1.6.27) may be realized as a successive measurement, as in the example (1.6.1) considered above: First, apply an effect apparatus $f_{1}$ performing the complementary operations

$$
\begin{equation*}
\phi: W \rightarrow F_{1}^{1 / 2} W F_{2}^{1 / 2} \quad, \quad \phi^{\prime}: W \rightarrow F_{1}^{\prime 1 / 2} W F_{1}^{\prime 1 / 2} \tag{0.6.28}
\end{equation*}
$$

and thus measuring the effect $\phi^{*} 1=F_{1}$; after this, apply an apparatus $f_{2}$ measuring $F_{2}$. Then, by (1.6.1) and the fact that $F_{1}$ and $F_{2}$ commute, the combined apparatus measures together $F_{1}$ and

$$
\begin{aligned}
\tilde{\phi}^{*} F_{2}=\phi^{*} F_{2}+\phi^{*} F_{2} & =F_{1}^{1 / 2} F_{2} F_{1}^{1 / 2}+F_{1}^{" 1 / 2} F_{2} F_{1}^{\prime 1 / 2} \\
& =\left(F_{1}+F_{1}^{\prime}\right) F_{2}=F_{2}
\end{aligned}
$$

as desired, while (1.6.26) - with $G=F_{2}$ and $\phi, \phi^{\prime}$ from (1.6.28) - immediately leads to (1.6.27).

The converse of statement $\underline{3}$. is not true, however:
4. The operators $F_{1}$ and $F_{2}$ describing coexistent effects need not commute.

As an example, consider two projection operators $E$ and $\tilde{E}$ with? $[E, \tilde{E}] \neq$ 0 , and set

$$
F_{1}=\frac{1}{2} E \quad, \quad F_{2}=\frac{1}{2} E+\frac{1}{2} \tilde{E}
$$

(Since $\left(f, F_{2} f\right)=(f, E f) / 2+(f, \tilde{E} f) / 2 \leq\|f\|^{2}$ for all $f \in H, F_{2}$ is also an effect, i.e., $\leq 1$ ). Then we have

$$
\left[F_{1}, F_{2}\right]=\frac{1}{4}[E, \tilde{E}] \neq 0
$$

but as $F_{1} \leq F_{2}, F_{1}$ and $F_{2}$ are coexistent by 1.. Commutativity is necessary for coexistence, however, if at least one of the two effects considered is a decision effect:
5. A decision effect $E_{1}$ and an arbitrary effect $F_{2}$ are coexistent if and only if $\left[E_{1}, F_{2}\right]=0$. In this case, all operators $F_{\alpha}$ in the coexistent completion $B$ of $\{E 1, F 2\}$ are unique and mutually commuting; in particular, the correlation effects are

$$
\begin{equation*}
F_{12}=E_{1} F_{2}, \quad F_{12^{\prime}}=E_{1} F_{2}^{\prime}, \quad F_{1^{\prime} 2}=E_{1}^{\prime} F_{2}, \quad F_{1^{\prime} 2^{\prime}}=E_{1}^{\prime} F_{2}^{\prime} \tag{0.6.29}
\end{equation*}
$$

To show this, we first prove a mathematical statement:
Lemma: Let $E$ be a projection operator and $F$ an arbitrary operator satisfying $0 \leq F \leq E$; then $E F=F E=F$.

Proof: Consider an arbitrary vector $f \in H$ with $E f=0$. Then we get $\overline{\| F^{1 / 2}} f \|^{2}=(f, F f) \leq(f, E f)=0$, i.e., $F^{1 / 2} f=0$, and thus also $F f=0$. Since $E\left(E^{\prime} g\right)=0$ for all $g \in H$, we get from this $F\left(E^{\prime} g\right)=0$, i.e., $F E^{\prime}=F(1-E)=0$, which implies $F E=F=F^{*}=(F E)^{*}=E F$.

A part of the statement $\underline{5}$. already follows from $\underline{3 .}$ : If $\left[E_{1}, F_{2}\right]=0$, then $E_{1}$ and $F_{2}$ are coexistent, and (1.6.29) represents a possible choice of the correlation effects (cf. (1.6.27)). Now assume $E_{1}$ and $F_{2}$ to be coexistent. Then, by (1.6.20), $E_{1}=F_{12}+F_{12^{\prime}}$, and thus $F_{12} \leq E_{1}$, so that, by the lemma,

$$
\begin{equation*}
E_{1} F_{12}=F_{12} E_{1}=F_{12} \tag{0.6.30}
\end{equation*}
$$

Similarly, $E_{1}^{\prime}=F_{1^{\prime} 2}+F_{1^{\prime} 2^{\prime}}$, (cf. (1.6.25)) leads to

$$
E_{1}^{\prime} F_{1^{\prime} 2}=F_{1^{\prime} 2} E_{1}^{\prime}=F_{1^{\prime} 2}
$$

from which, with $E_{1} E_{1}^{\prime}=E_{1}^{\prime} E_{1}=0$, we get

$$
\begin{equation*}
E_{1} F_{1^{\prime} 2}=F_{1^{\prime} 2} E_{1}=0 \tag{0.6.31}
\end{equation*}
$$

Eqs. (1.6.30) and (1.6.31) show that $E_{1}$ commutes with $F_{2}=F_{12}+$ $F_{1^{\prime} 2^{\prime}}$, and imply $E_{1} F_{2}=F_{12}$, the first of Eqs. (1.6.29). The other three
equations then follow from (1.6.20) and (1.6.21). With the four effects (1.6.29), all other effects $F_{\alpha} \in B$ are also uniquely determined. Their mutual commutativity follows as in 3..

As a particular case of $\underline{5 .}$, we obtain the well-known commensurability criterion of "ordinary" quantum mechanics:
6. Two decision effects $E_{1}$ and $E_{2}$ are coexistent if and only if $\left[E_{1}, E_{2}\right]=0$. In this case, $B$ consists of mutually commuting decision effects (projection operators), $F_{\alpha}=E_{\alpha}$, which are uniquely determined by $E_{1}$ and $E_{2}$. With the operations $\wedge, \vee$, and ' defined for commuting projection operators by

$$
\begin{equation*}
E_{\alpha} \wedge E_{\beta}=E_{\alpha} E_{\beta}, E_{\alpha} \vee E_{\beta}=E_{\alpha}+E_{\beta}-E_{\alpha} E_{\beta}, \quad E_{\alpha}^{\prime}=1-E_{\alpha} \tag{0.6.32}
\end{equation*}
$$

$B$ is a Boolean algebra, and the mapping $\mathbf{F}: \underline{B} \rightarrow B$ is a homomorphism, i.e.,

$$
\begin{equation*}
E_{\alpha \wedge \beta}=E_{\alpha} \wedge E_{\beta}, E_{\alpha \vee \beta}=E_{\alpha} \vee E_{\beta}, E_{\alpha^{\prime}}=E_{\alpha}^{\prime} \tag{0.6.33}
\end{equation*}
$$

The first statement and the uniqueness of all $F_{\alpha} \in B$ follows from 5 . In the particular case considered, the correlation effects (1.6.29) are described by projection operators,

$$
\begin{equation*}
F_{12}=E_{1} E_{2}=E_{12} \quad, \quad F_{12^{\prime}}=E_{1} E_{2}^{\prime}=E_{12^{\prime}} \quad, \text { etc. } \tag{0.6.34}
\end{equation*}
$$

They are not only mutually commuting but even mutually orthogonal; i.e., $E_{12} E_{12^{\prime}}=0$, etc., which, as is well known, means that they project onto mutually orthogonal subspaces of $H$. Furthermore, Eq. (1.6.21),

$$
E_{12}+E_{12^{\prime}}+E_{1 ; 2}+E_{1^{\prime} 2^{\prime}}=1
$$

means that $H$ is the direct sum of the four subspaces $E_{12} H$ to $E_{1^{\prime} 2^{\prime}} H$. Since all operators $E_{\alpha} \in B$ are sums of $n \leq 4$ different projection operators from (1.6.34), they likewise commute among themselves, and are also projection operators $E_{\alpha}$ - each $E_{\alpha}$ projects onto the direct sun of the ranges of the $n$ projection operators from (1.6.34) which add up to $E_{\alpha}$.

Consider now two such operators, $E_{\alpha}$ and $E_{\beta}$. When $\alpha$ and $\beta$ are represented as disjoint unions of elements of $\underline{B}$ from (1.6.6), $E_{\alpha}$ and $E_{\beta}$ become analogous sums of the corresponding operators from (1.6.34). As can easily be seen, $\alpha \wedge \beta$ is the disjoint union of those elements from (1.6.6) which occur in both $\alpha$ and $\beta$ whereas $\alpha \vee \beta$ is the disjoint union of those elements from (1.6.6) which occur in at least one of the representations of $\alpha$ and $\beta$. On the other hand, since $E_{12} E_{12^{\prime}}=0$, etc., $E_{\alpha} E_{\beta}$ is the sum of those operators from (1.6.34) which occur in both sums representing $E_{\alpha}$ and $E_{\beta}$, and thus coincides with $E_{\alpha \wedge \beta}$, whereas $E_{\alpha}+E_{\beta}-E_{\alpha} E_{\beta}$ is the sum of those operators from (1.6.34) which occur in $E_{\alpha}, E_{\beta}$ or both of them, thus being equal to $E_{\alpha \vee \beta}$. $\left(E_{\alpha} E_{\beta}\right.$ has to be subtracted from $E_{\alpha}+E_{\beta}$ in order
to avoid double counting of the operators (1.6.36) which occur in both $E_{\alpha}$ and $E_{\beta}$. Compare also Eq. (1.6.14)). With $\wedge, \vee$ and ${ }^{\prime}$ as defined by (1.6.32) for projection operators, we have thus proved the first two equations in (1.6.33), whereas the last one already follows from (1.6.13). The preceding argument also yields the known geometric interpretation of the operations $\wedge$ and $\vee$ defined by (1.6.32): $E_{\alpha} \wedge E_{\beta}=E_{\alpha} E_{\beta}$ projects onto the intersection $E_{\alpha} H \cap E_{\beta} H$ of the two subspaces $E_{\alpha} H$ and $E_{\beta} H$, whereas $E_{\alpha} \vee E_{\beta}=E_{\alpha}+E_{\beta}-E_{\alpha} E_{\beta}$ projects onto the subspace $E_{\alpha} H+E_{\beta} H$ spanned by $E_{\alpha} H$ and $E_{\beta} H$. As is also well known, $E_{\alpha}^{\prime}=1-E_{\alpha}$ projects onto the orthogonal complement of the subspace $E_{\alpha} H$.

The Boolean algebra $\underline{B}$ is closed with respect to the operations $\wedge, \vee$ and ${ }^{\prime}$. By (1.6.33), then, the set of projection operators $B$ is closed with respect to the analogous operations defined by (1.6.32). When applied to mutually commuting projection operators, these operations (1.6.32) are well known - and easily checked - to satisfy the calculational rules (1.6.3) and (1.6.4) of a Boolean algebra, with the roles of $\emptyset$ and $I$ taken by the operators 0 and 1, respectively; e.g.,

$$
\begin{aligned}
\left(E_{\alpha} \wedge E_{\beta}\right)^{\prime}=1-E_{\alpha} E_{\beta} & =\left(1-E_{\alpha}\right)+\left(1-E_{\beta}\right)-\left(1-E_{\alpha}\right)\left(1-E_{\beta}\right) \\
& =E_{\alpha}^{\prime}+E_{\beta}^{\prime}-E_{\alpha}^{\prime} E_{\beta}^{\prime}=E_{\alpha}^{\prime} \vee E_{\beta}^{\prime}
\end{aligned}
$$

By (1.6.10) and (1.6.33), the mapping $(F): \underline{B} \rightarrow B$ preserves the Boolean algebra structure; i.e., it is a homomorphism. As $\alpha \neq \beta$ does not necessarily imply $E_{\alpha} \neq E_{\beta}$, the mapping $(F)$ is not in general one-to-one (i.e., an isomorphism).

It is also well known that the operations $\wedge, \vee$ and ${ }^{\prime}$ defined by (1.6.32) for coexistent decision effects may be interpreted as "and", "or" and "not", respectively. This now follows immediately from (1.6.33) and the physical meaning of the effects $E_{\alpha \wedge \beta}, E_{\alpha \vee \beta}$ and $E_{\alpha^{\prime}}$.
7. In general, the effects $F_{\alpha}, \alpha \in \underline{B}$ are not uniquely determined by the two coexistent effects $F_{1}$ and $F_{2}$; i.e., a given coexistent set of effects $\left\{F_{1}, F_{2}\right\}$ may have several different coexistent completions $B$.

According to $\underline{5}$., such non-uniqueness is possible only if neither $F_{1}$ nor $F_{2}$ is a decision effect. As a very instructive example [1], consider the effects

$$
\begin{equation*}
F_{1}=\frac{1}{2} E \quad, \quad F_{2}=\frac{1}{2} E+E^{\prime} \tag{0.6.35}
\end{equation*}
$$

with a "nontrivial" projection operator $E$ (i.e, $E \neq 0$ or 1 ).
Since $F_{2}=F_{1}^{\prime}, F_{1}$ and $F_{2}$ are coexistent, and we may take

$$
\left.\begin{array}{l}
F_{12}=0, \quad \text { and thus } F_{12^{\prime}}=F_{1}=\frac{1}{2} E  \tag{0.6.36}\\
F_{1^{\prime} 2}=F_{2}=\frac{1}{2} E+E^{\prime} \quad, \quad F_{1^{\prime} 2^{\prime}}=0
\end{array}\right\}
$$

according to $\underline{2}$. On the other hand, since $F_{1} \leq F_{2}$ as well, we may also?set

$$
\left.\begin{array}{l}
F_{12^{\prime}}=0, \text { and thus } F_{12}=F_{1}=\frac{1}{2} E  \tag{0.6.37}\\
F_{1^{\prime} 2}=F_{2}-F_{1}=E^{\prime}, \quad F_{1^{\prime} 2^{\prime}}=\frac{1}{2} E
\end{array}\right\}
$$

as in 1. Finally, since $\left[F_{1}, F_{2}\right]=0$, a third possibility is to take

$$
\left.\begin{array}{l}
F_{12}=F_{1} F_{2}=\frac{1}{4} E, \quad F_{12^{\prime}}=F_{1} F_{2}^{\prime}=\frac{1}{4} E \\
F_{1^{\prime} 2}=F_{1}^{\prime} F_{2}=F_{2}^{2}=\frac{1}{4} E+E^{\prime}, F_{1^{\prime} 2^{\prime}}=F_{1}^{\prime} F_{2}^{\prime}=F_{2} F_{1}=\frac{1}{4} E \tag{0.6.38}
\end{array}\right\}
$$

as in 3. For the example (1.6.35), therefore, the coexistence condition (1.6.16) may be satisfied with (at least) three different mappings $\mathbf{F}: \alpha \in$ $\underline{B} \rightarrow F_{\alpha} \in L(H)$. These three mappings differ from each other not only in yielding different effects $F_{\alpha}$ for suitable $\alpha \in \underline{B}$ (e.g., for $\alpha=1 \wedge 2$ ), but their ranges $B=\mathbf{F} \underline{B} \subset L(H)$ are also different. Indeed, as can easily be proved, the choice (1.6.36) yields the set

$$
B=\left\{0, \frac{1}{2} E, \frac{1}{2} E+E^{\prime}, 1\right\}
$$

whereas (1.6.37) and (1.6.38) lead to

$$
B=\left\{0, \frac{1}{2} E, E, E^{\prime}, \frac{1}{2} E+E^{\prime}, 1\right\}
$$

and

$$
B=\left\{0, \frac{1}{4} E, \frac{1}{2} E, \frac{3}{4} E, \frac{1}{4} E+E^{\prime}, \frac{1}{2} E+E^{\prime}, \frac{3}{4} E+E^{\prime}, 1\right\}
$$

respectively.
As shown before, the mapping $\mathbf{F}$ is completely determined by specifying the correlation effects (1.6.19), and it even suffices to specify one of them if, as in the case considered here, the effects $F_{1}$ and $F_{2}$ are also given. If, therefore, $\mathbf{F}$ is not uniquely determined by $F_{1}$ and $F_{2}$, this simply means that the statistical correlations between the results of joint measurements of $F_{1}$ and $F_{2}$ on single microsystems depend not only on these effects themselves, but also on the particular apparatus used for measuring them together. (Note that, according to our interpretation of the coexistence condition (1.6.16), every possible choice of $\mathbf{F}$ should be realizable by means of a suitable measuring apparatus.) In view of the fact that effects $F$ represent equivalence classes rather than particular effect apparatuses $f$, such possible apparatus dependence of the correlations between coexistent effects should not be too surprising; on the contrary, one might rather be surprised that in particular cases, as specified above in $\underline{5 .}$ and 6., these correlations turn out to be independent of the choice of the measuring apparatus.

For our example (1.6.35), suitable apparatuses realizing the three different mappings $\mathbf{F}$ listed above can be visualized quite easily. The choice
(1.6.36) corresponds to the obvious and repeatedly mentioned possibility of measuring together the two complementary effects $F_{1}$ and $F_{2}=F_{1}^{\prime}$ : take an arbitrary effect apparatus $f_{1}$ measuring $F_{1}$, and define the occurrence of $F_{2}$ as the non-occurrence of $F_{1}$ at this apparatus. Then, by definition, $F_{1}$ and $F_{2}$ exclude each other, i.e., $F_{12}=0$, as in (1.6.36). To realize the choice (1.6.37), consider an apparatus for the joint measurement of $F_{1}=E / 2$ and the decision effect $E_{2}=E^{\prime}$. These effects are coexistent, by $\underline{5}$., and they exclude each other irrespective of the chosen apparatus since $" F_{1}$ and $E_{2} "=F_{1} E_{2}=E E^{\prime} / 2=0$, by (1.6.29). This apparatus also measures the effect " $F_{1}$ or $E_{2} "$ which - as " $F_{1}$ and $E_{2} "$ $=0-$ actually means "either $F_{1}$ or $E_{2}$ ", thus coinciding (cf. Eq. (1.6.15)) with $F_{1}+E_{2}=E / 2+E^{\prime}=F_{2}$. Moreover, by definition, the occurrence of $F_{1}$ implies the occurrence of $" F_{1}$ or $E_{2} "=F_{2}$ at this apparatus, in accordance with the choice $F_{12^{\prime}}=0$ in (1.6.37). (Compare 1.) Finally, as a particular case of (1.6.27), the choice (1.6.38) may be realized by the successive application of suitable apparatuses $f_{1}$ and $f_{2}$ measuring $F_{1}$ and $F_{2}$, respectively, as explained in $\underline{3}$.

Some remarkable consequences of the possible apparatus dependence of the correlations between coexistent effects may also be illustrated by the example (1.6.35).

According to $\underline{2}$., two effects $F_{1}$ and $F_{2}$ with $F_{1}<F_{2}^{\prime}$ exclude each other on a suitable measuring apparatus. This need not be so, however, if another apparatus is used. As an example, consider the two complementary effects $F_{1}$ and $F_{2}$ given by (1.6.35), as measured together by an apparatus described by (1.6.37): In this case, the occurrence of $F_{1}$ does not exclude, but rather implies the occurrence of $F_{2}$. (In view of such possibilities, it might appear a little misleading to denote the effect $F^{\prime}$ by "not $F$ ". However, this expresses quite suggestively the obvious and most "natural" possibility of measuring $F^{\prime}$ together with $F$, as realized in the example (1.6.35) by the choice (1.6.36).)

If two effects $F_{1}$ and $F_{2}$ satisfy $F_{1}<F_{2}$, then on a suitable apparatus the occurrence of $F_{1}$ implies the occurrence of $F_{2}$, according to 1. Again this need not be true for other apparatuses. To exemplify this, take again the effects $F_{1}$ and $F_{2}$ from (1.6.35): On an apparatus described by (1.6.36), the occurrence of $F_{1}$ excludes the occurrence of $F_{2}$, rather than implying it.

Two identical effects, $F_{1}=F_{2}=F$, are always coexistent. According to $\underline{1 .}$. we may choose $F_{12^{\prime}}=0$, which implies $F_{12}=F$ and $F_{1^{\prime} 2}=0$ in this case. On an apparatus described by this choice, $F_{1}$ implies $F_{2}$ (as $F_{12^{\prime}}=0$ ), and vice versa (as $F_{1^{\prime} 2}=0$ ); i.e., $F_{1}$ and $F_{2}$ always occur together. Such an apparatus can be realized simply by feeding the output of an apparatus $f$ measuring $F$ into two different output channels. There
are also less trivial possibilities, however, of measuring the same effect $F$ by reading two different output channels of one apparatus: Consider again the effects (1.6.35) and an apparatus corresponding to (1.6.37) for their joint measurement. Then the two correlation effects $F_{12}$ and $F_{1^{\prime} 2^{\prime}}$ both coincide with the effect $F=E / 2$, but rather than always occurring together, they actually exclude each other.

Such things cannot happen, however, if at least one of the two effects $F_{1}$ and $F_{2}$ is a decision effect, say $F_{1}=E_{1}$. Then, if $E_{1} \leq F_{2}^{\prime}, E_{1}$ and $F_{2}$ always exclude each other: $E_{1} \leq F_{2}^{\prime}$ is equivalent to $F_{2}<E_{1}^{\prime}$, therefore the lemma in 5 . implies $E_{1}^{\prime} F_{2}=\left(1-E_{1}\right) F_{2}=F_{2}$, so that $F_{12}=E_{1} F_{2}=0$, by (1.6.29). In particular, complementary decision effects $E$ and $E$ always exclude each other. Moreover, $F_{2}$ implies $E_{1}$ if $F_{2} \leq E_{1}$, and $E_{1}$ implies $F_{2}$ if $E_{1} \leq F_{2}$. In the first case, the lemma in 5. yields $E_{1} F_{2}=F_{2}$ so that, by (1.6.29), $F_{1^{\prime} 2}=E_{1}^{\prime} F_{2}=0$; i.e., $F_{2}$ implies $E_{1}$. In the second case, $E_{1} \leq F_{2}$ yields $F_{2}^{\prime} \leq E_{1}^{\prime}$, so that, again by the lemma, $E_{1}^{\prime} F_{2}^{\prime}=F_{2}^{\prime}$ and thus, by (1.6.29), $F_{12^{\prime}}=E_{1} F_{2}^{\prime}=0$; i.e., $E_{1}$ implies $F_{2}$. Finally, if some apparatus performs together, when applied to a single microsystem, two or more measurements of one and the same decision effect $E$, then the results of all these measurements must be identical in every single experiment. Indeed, if two outputs 1 and 2 of some apparatus both correspond to measurements of $E$, i.e., $F_{1}=F_{2}=E$, then (1.6.29) implies $F_{12^{\prime}}=F_{1^{\prime} 2}=E E^{\prime}=0$ which, as already explained, yields the desired conclusion.

The last-mentioned property is characteristic for decision effects, i.e., if $F$ is not a decision effect $\left(F^{2} \neq F\right)$, then there exists an apparatus which performs together two $F$ measurements on single microsystems in such a way, that at least sometimes the results of these two measurements are different from each other. To show this, replace $E$ by $F$ in the preceding argument, and choose the correlation effects according to (1.6.27); this now yields $F_{12^{\prime}}=F_{1^{\prime} 2}=F-F^{2} \neq 0$, so that the probabilities for obtaining "yes" in the first and "no" in the second measurement, as given by $\operatorname{tr}\left(F_{12^{\prime}} W\right)$, are non-zero for suitable states $W$. We may express this result more succinctly: Different measurements of the same effect $F$ on the same microsystem need not always give identical results unless $F$ is a decision effect. In this respect, therefore, the results obtained by measuring decision effects $E$ turn out to be less apparatus dependent, and thus appear more like "properties" of the microsystem itself, than the results of measurements of other effects $F$.

According to $\underline{5} .$, it is sufficient for the uniqueness of the mapping $\mathbf{F}: \alpha \rightarrow$ $F_{\alpha}$ that at least one of the two effects $F_{1}$ and $F_{2}$ is a decision effect. This condition is not necessary, however, as shown by the following example. Take $F_{1}=\alpha E$ and $F_{2}=\beta E^{\prime}$ with a (nontrivial) projection operator $E$ and real numbers $\alpha$ and $\beta$ satisfying $0<\alpha \leq \beta \leq 1$. Since $\left[F_{1}, F_{2}\right]=0$,
$F_{1}$ and $F_{2}$ are coexistent. Condition (1.6.22) may be replaced here, using (1.6.20) and $F_{12} \geq 0$, by the stronger estimate

$$
\begin{equation*}
F_{12}+F_{12^{\prime}}+F_{1^{\prime} 2} \leq F_{1}+F_{2}=\alpha E+\beta E^{\prime} \leq \beta\left(E+E^{\prime}\right)=\beta 1 \tag{0.6.39}
\end{equation*}
$$

The effects $G_{1}=F_{1} / \beta=\alpha E / \beta$ and $G_{2}=F_{2} / \beta=E^{\prime}$ are also coexistent, and by (1.6.20) they may be written in the form

$$
G_{1}=G_{12}+G_{12^{\prime}} \quad, \quad G_{2}=G_{12}+G_{1^{\prime} 2}
$$

with correlation effects $G_{12}=F_{12} / \beta$, etc., which indeed satisfy

$$
G_{12}+G_{12^{\prime}}+G_{1^{\prime} 2} \leq 1
$$

according to (1.6.39). But because $G_{2}=E^{\prime}$ is a decision effect, the correlation effect $G_{12}$ is unique (cf. 6.). Therefore the original correlation effect $F_{12}=\beta G_{12}$ is also unique, which implies uniqueness of $\mathbf{F}$.
8. Consider, as in Section 4, a composite system consisting of two noninteracting subsystems $I$ and $I I$. Then arbitrary pairs of subsystem effects (cf. (1.4.10)),

$$
\begin{equation*}
\underline{F}_{1}=F_{I} \otimes 1_{I I} \quad, \quad \underline{F}_{2}=1_{I} \otimes F_{I I} \tag{0.6.40}
\end{equation*}
$$

are coexistent, according to 3., and a possible choice for the correlation effect $\underline{F}_{12}=" \underline{F}_{1}$ and $\underline{F}_{2} "$ is, by (1.6.27),

$$
\begin{equation*}
\underline{F}_{12}=\underline{F}_{1} \underline{F}_{2}=F_{I} \otimes F_{I I} \tag{0.6.41}
\end{equation*}
$$

If $F_{I}$ or $F_{I I}$ (and thus $\underline{F}_{1}$ or $\underline{F}_{2}$ ) is a decision effect, then (1.6.41) is the only possible choice, thus leading to a unique mapping $\mathbf{F}: \underline{B} \rightarrow B \subset L(\underline{H})$. Moreover, as discussed in detail in Section 4, the choice (1.6.41) is in a certain sense the "natural" one also if neither $F_{I}$ nor $F_{I I}$ is a decision effect, since it corresponds to the simplest and therefore most "natural" possibility for the joint measurement of the subsystem effects $\underline{F}_{1}$ and $\underline{F}_{2}$. (See the derivation of (1.6.41) - which there occurs as Eq. (1.4.9) - in Section 4).

Nevertheless, there are also pairs of subsystem effects (1.6.40) for which (1.6.41) does not represent the only possible choice. As an example, set

$$
\underline{F}_{1}=\frac{1}{2} E_{I} \otimes 1_{I I} \quad, \quad \underline{F}_{2}=1_{I} \otimes \frac{1}{2} E_{I I}
$$

with two nontrivial projection operators $E_{I}$ and $E_{I I}$. In this case, we may take

$$
\underline{F}_{12}=\alpha\left(E_{I} \otimes E_{I I}\right)
$$

with an arbitrary real $\alpha$ between 0 and $1 / 2$. Eqs. (1.6.20) then yield $\underline{F}_{12^{\prime}}=\underline{F}_{1}-\underline{F}_{12}$ and $\underline{F}_{1^{\prime} 2}=\underline{F}_{2}-\underline{F}_{12}$; these two operators really belong
to $L(\underline{H})$ since, e.g.,

$$
\begin{aligned}
\underline{1} \geq \underline{F}_{1} \geq \underline{F}_{1}-\underline{F}_{12} & =\underline{F}_{12^{\prime}}=\frac{1}{2}\left(E_{I} \otimes 1_{I I}\right)-\alpha\left(E_{I} \otimes E_{I I}\right) \\
& \geq \frac{1}{2}\left(E_{I} \otimes 1_{I I}\right)-\left(E_{I} \otimes E_{I I}\right)=\frac{1}{2}\left(E_{I} \otimes E_{I I}^{\prime}\right) \geq 0
\end{aligned}
$$

Moreover, since both $\underline{F}_{1}$ and $\underline{F}_{2}$ are $\leq \underline{1} / 2$, we have

$$
\underline{F}_{12}+\underline{F}_{12^{\prime}}+\underline{F}_{1^{\prime} 2}=\underline{F}_{1}+\underline{F}_{2}-\underline{F}_{12} \leq \underline{F}_{1}+\underline{F}_{2} \leq \underline{1}
$$

so that (1.6.22) is also satisfied.
Besides illustrating the possible non-uniqueness of the correlations?between subsystem effects, the above example also shows that there?may exist infinitely many different mappings $\mathbf{F}: \underline{B} \rightarrow B$ for a given?pair of coexistent effects, as parametrized here by the number a.?Except for the particular case $\alpha=1 / 4$ which corresponds to the?" natural" choice (1.6.41) for $\underline{F}_{12}$ - it is completely unknown, however,?how apparatuses realizing all these mappings $F$ would look in practice.

We conclude our discussion of the particular case of two coexistent effects $F_{1}$ and $F_{2}$ with the construction of a quantum mechanical model for their joint measurement. As in Section 5, the model apparatus is described as a quantum mechanical system with state space $H_{a}$ and initial state $W_{a}$, and is assumed to form with the microsystem considered a binary scattering system, characterized by a unitary scattering operator $\underline{S}$ on $\underline{H}=H \otimes H_{a}$. But now the apparatus is assumed to have two output channels, rather than only a single one. Their yes-no outputs have to be "read" at the apparatus after its interaction with the microsystem. This "reading" thus consists of two yes-no measurements performed together, as described by a coexistent pair of effect operators $E_{1}^{a}$ and $E_{2}^{a}$ on" $H_{a}$. Actually the "reading" is performed on the composite system, and is therefore described by the two effects $1 \otimes E_{1}^{a}$ and $1 \otimes E_{2}^{a}$ on" $\underline{H}$. As is obvious, e.g., from the condition (1.6.24), the latter are indeed coexistent if $E_{1}^{a}$ and $E_{2}^{a}$ are. (The converse is equally obvious - e.g., from 6. - if $E_{1}^{a}$ and $E_{2}^{a}$ are decision effects. Although, as our notation already suggests, we will assume this later on, at the moment $E_{1}^{a}$ and $E_{2}^{a}$ may still be arbitrary effects).

A model apparatus of this kind measures together two effects $F_{1}$ and $F_{2}$ of the microsystem, defined implicitly but uniquely by the equations

$$
\begin{equation*}
\left.\operatorname{tr}\left(F_{i} W\right)=\operatorname{tr}\left(1 \otimes E_{i}^{a}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right), \quad i=1 \text { or } 2 \tag{0.6.42}
\end{equation*}
$$

with $W \in K(H)$ arbitrary. (Compare Eq. (1.5.1), and remember that the right hand side of (1.6.42) is the probability for output $i$ to be "yes" after the interaction of the apparatus with microsystems in the state $W$ ). As expected, $F_{1}$ and $F_{2}$ are coexistent. In order to prove this, we represent the coexistent "output" effects $E_{1}^{a}$ and $E_{2}^{a}$ in analogy to (1.6.20), in the form

$$
\begin{equation*}
E_{1}^{a}=E_{12}^{a}+E_{12^{\prime}}^{a} \quad, \quad E_{2}^{a}=E_{12}^{a}+E_{1^{\prime} 2}^{a} \tag{0.6.43}
\end{equation*}
$$

with four effects $E_{i j}^{a}\left(i=1\right.$ or $1^{\prime}, j=2$ or $\left.2^{\prime}\right)$ describing the correlations between the two "output" effects $E_{1}^{a}$ and $E_{2}^{a}$ and satisfying, in analogy to (1.6.21),

$$
\begin{equation*}
E_{12}^{a}+E_{12^{\prime}}^{a}+E_{1^{\prime} 2}^{a}+E_{1^{\prime} 2^{\prime}}^{a}=1_{a} \tag{0.6.44}
\end{equation*}
$$

Corresponding effects $F_{i j}$ of the microsystem can then be defined, analogous to (1.6.42), by

$$
\begin{equation*}
\operatorname{tr}\left(F_{i j} W\right)=\operatorname{tr}\left(\left(1 \otimes E_{I J}^{a}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right), i=1 \text { or } 1^{\prime}, j=2 \text { or } 2^{\prime} \tag{0.6.45}
\end{equation*}
$$

These effects $F_{i j}$ have to be interpreted as correlation effects for $F_{1}$ and $F_{2}$ (cf. (1.6.19)) since, e.g., with $i=1$ and $j=2$, the right hand side of (1.6.45) is the probability for the occurrence of the apparatus effect $E_{12^{\prime}}^{a}=" E_{1}^{a}$ and not $E_{2}^{a "}$ after the interaction, which - by definition of the effects $F_{1}$ and $F_{2}$ - is equivalent to the occurrence of the effect " $F_{1}$ and not $F_{2}$ ". Eqs. (1.6.20) and (1.6.21) for $F_{1}, F_{2}$ and the correlation effects $F_{i j}$ are easily derived from Eqs. (1.6.43) and (1.6.44) and the definitions (1.6.42) and (1.6.45). (For instance, (1.6.42), (1.6.43) and (1.6.45) lead to

$$
\operatorname{tr}\left(\left(F_{12}+F_{12^{\prime}}\right) W\right)=\operatorname{tr}\left(\left(1 \otimes\left[E_{12}^{a}+E_{12^{\prime}}^{a}\right]\right) \underline{S}^{*}\right)=\operatorname{tr}\left(F_{1} W\right)
$$

for all $W$, which implies $\left.F_{1}=F_{12}+F_{12^{\prime}}\right)$.
Now consider, conversely, an arbitrarily given pair $\left\{F_{1}, F_{2}\right\}$ of coexistent effects, and a representation (1.6.20) of $F_{1}$ and $F_{2}$ in terms of given - but, in cases of nonuniqueness, deliberately chosen - correlation effects $F_{i j}$. We will prove that the joint measurement of $F_{1}, F_{2}$ and the given correlation effects $F_{i j}$ can be "realized" by a model apparatus of the type considered. According to the previous discussion, this amounts to proving the existence of a Hilbert space $H_{a}$, a state $W_{a} \in K\left(H_{a}\right)$, a unitary operator $\underline{S}$ on $H \otimes H_{a}$, and four effects $E_{i j} \in L\left(H_{a}\right)\left(i=1\right.$ or $1^{\prime}, j=2$ or $\left.2^{\prime}\right)$ satisfying (1.6.44), such that?Eqs. (1.6.45) are satisfied with the given correlation effects $F_{i j} \in L(H)$ and arbitrary states $W \in K(H)$. With coexistent "output" effects $E_{1}^{a}$ and $E_{2}^{a}$ defined by (1.6.43), then, Eqs. (1.6.45) and (1.6.20) imply (6.42), so that the apparatus indeed measures $F_{1}$ and $F_{2}$, with correlations described by $F_{12}, F_{12^{\prime}}$, etc. As remarked previously, this apparatus then also measures - at least implicitly - all other effects $F_{\alpha} \in B$.

We shall assume that, as already suggested by the notation, the $E_{i j}^{a}$ are decision effects. Then (1.6.44) means that the corresponding projection operators project onto four mutually orthogonal subspaces $E_{i j}^{a} H_{a}$, and $H_{a}$ is the direct sum of the latter. Moreover, (6.43) defines two commuting projection operators $E_{1}^{a}$ and $E_{2}^{a}$, and we get

$$
E_{12}^{a}=E_{1}^{a} E_{2}^{a} \quad, \quad E_{12^{\prime}}^{a}=E_{1}^{a} E_{2}^{\prime a}, \text { etc. }
$$

in accordance with our previous results (see 6.) and with "conventional" quantum mechanics. Choosing four operations $\phi_{i j}\left(i=1\right.$ or $1^{\prime}, j=2$ or $\left.2^{\prime}\right)$ with

$$
\begin{equation*}
\phi_{i j}^{*} 1=F_{i j} \tag{0.6.46}
\end{equation*}
$$

but arbitrary otherwise, we replace (1.6.45) by the stronger requirements

$$
\begin{equation*}
\phi_{i j} W=\operatorname{Tr}_{a}\left(\left(1 \otimes E_{i j}^{a}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right) \tag{0.6.47}
\end{equation*}
$$

(By taking the trace, (1.6.47) is easily seen to imply (1.6.45), by virtue of (1.6.46). Being analogous to (1.5.14), (1.6.47) means that the operation $\phi_{i j}$ is performed by selecting those microsystems which have triggered the effect $E_{i j}^{a}$ at the apparatus - i.e., the correlation effect $F_{i j}$ ).

We are thus left with the problem of representing four given operations $\phi_{i j}$ satisfying, by (1.6.46) and (1.6.21),

$$
\begin{equation*}
\left(\phi_{12}^{*}+\phi_{12^{\prime}}^{*}+\phi_{1^{\prime} 2}^{*}+\phi_{1^{\prime} 2^{\prime}}^{*}\right) 1=1 \tag{0.6.48}
\end{equation*}
$$

in the form (1.6.47), with suitable $W_{a}, \underline{S}$, and four projection operators $E_{i j}^{a}$ satisfying (1.6.44). An analogous problem has already been solved in Section 5 in the proof of Theorem 2. There two given operations $\phi$ and $\phi^{\prime}$ satisfying

$$
\left(\phi^{*}+\phi^{\prime *}\right) 1=1
$$

in analogy to (1.6.48), were represented in a form analogous to (1.6.47) (cf. (1.5.20) and (1.5.21)),

$$
\phi^{\left({ }^{\prime}\right)} W=T r_{a}\left(\left(1 \otimes E_{a}^{\left({ }^{\prime}\right)}\right) \underline{S}\left(W \otimes W_{a}\right) \underline{S}^{*}\right)
$$

with two projection operators $E_{a}$ and $E_{a}^{\prime}$ which satisfy the condition

$$
E_{a}+E_{a}^{\prime}=1_{a}
$$

analogous to (1.6.44). As can be easily seen by inspection, the explicit construction of $H_{a}, W_{a}, \underline{S}, E_{a}$ and $E_{a}^{\prime}$ described in Section 5 can be generalized immediately to the present problem. This establishes the existence of the desired quantum mechanical model.

The model apparatus can also be "used" to perform operations; e.g., as already remarked, the operations $\phi_{i j}$, by selecting the microsystems which have triggered the correlation effects $F_{i j}$; or the operations

$$
\phi_{1}=\phi_{12}+\phi_{12^{\prime}} \quad, \quad \phi_{2}=\phi_{12}+\phi_{1^{\prime} 2}
$$

by selecting the microsystems which have triggered the effects $F_{1}$ or $F_{2}$, respectively; or the non-selective operation

$$
\tilde{\phi}=\phi_{12}+\phi_{12^{\prime}}+\phi_{1^{\prime} 2}+\phi_{1^{\prime} 2^{\prime}}
$$

For a given pair of coexistent effects $F_{1}, F_{2}$ and given correlation effects $F_{i j}$, the choice of the four operations $\phi_{i j}(c f .(1.6 .46))$ is still highly arbitrary. The same, therefore, is true also for operations like $\phi_{1}, \phi_{2}$ and $\tilde{\phi}$.

The coexistence criterion (1.6.16) may be generalized immediately to arbitrary sets of effects, as follows:
$\left.\begin{array}{l}\text { A set } C \subset L(H) \text { is coexistent if and only if there } \\ \text { exists a Boolean algebra } \underline{B} \text { and a mapping } \\ \mathbf{F}: \alpha \in \underline{B} \rightarrow F_{\alpha} \in L(H) \\ \text { satisfying }(1.6 .10) \text { and }(1.6 .12) \text {, such that } C \text { is } \\ \text { contained in the range } B=\mathbf{F} B=\left\{F_{\alpha} \mid \alpha \in \underline{B}\right\} \text { of } \mathbf{F} .\end{array}\right\}$

Namely, if $C$ is coexistent, there exists an apparatus $c$ for the joint measurement of all effects $F \in C$. As described above for the particular case $C=\left\{F_{1}, F_{2}\right\}$, this apparatus $c$ can be extended by adding new output channels, until one finally arrives at an apparatus $b$ whose outputs or form a Boolean algebra $\underline{B}$, and which measures together all effects $F_{\alpha} \in \mathbf{F} \underline{B} \supseteq C$. Therefore (6.49) is necessary for coexistence. Conversely, if (1.6.49) is satisfied, we may consistently assume the existence of such an apparatus $b$, thus taking (1.6.49) also as a sufficient condition.

If taken literally, these arguments seem to apply only if the set $C$ and the Boolean algebra $\underline{B}$ both consist of finitely many elements, since apparently a real measuring apparatus $c$ of the type considered here can have finitely many output channels only, and the successive application of the operations $\wedge, \vee$ and ' to the finitely many outputs of this apparatus $c$ then leads - as in the case of two outputs discussed before - also to a finite Boolean "output" algebra $\underline{B}$. As we shall see below, however, there are also simple and physically interesting possibilities of measuring together infinite sets of effects satisfying the coexistence criterion (1.6.49).

With $C$, obviously, the set of effects $B=\mathbf{F} \underline{B} \supseteq C$ also satisfies the coexistence condition (1.6.49). Thus $B$ is also coexistent, and is called here - as in the particular case $C=\left\{F_{1}, F_{2}\right\}$ - a coexistent completion of $C$.

An arbitrary pair of effects $\left\{F_{1}, F_{2}\right\}$ chosen from a coexistent set $C$ satisfies condition (1.6.24), and is therefore coexistent. Indeed, since $\{F l, F 2\} \subseteq C \subseteq \mathbf{F} \underline{B}$, by (1.6.49), there are two elements of $\underline{B}-1$ and 2 , say - which are mapped by $\mathbf{F}$ into $F_{1}$ and $F_{2}$, respectively. As a Boolean algebra, $\underline{B}$ contains along with 1 and 2 also the four elements (1.6.6) satisfying Eqs. (1.6.17) and (1.6.18). With effects $F_{12}, F_{12^{\prime}}$, etc. defined by (1.6.19), then, we obtain Eqs. (1.6.20) and (1.6.21) - i.e., condition (1.6.24) - from (1.6.17), (1.6.18) and the properties (1.6.10) and (1.6.12) of the mapping $\mathbf{F}$. This argument also shows that (1.6.49) implies (1.6.24) for the particular case $C=\left\{F_{1}, F_{2}\right\}$. Since, on the other hand, (1.6.16) trivially implies (1.6.49) in this case, the coexistence condition (1.6.49) is really a generalization of the two equivalent coexistence conditions (1.6.16) and (1.6.24) for pairs of effects.

We do not know whether, conversely, a set $C$ of effects is coexistent, provided this is true for all pairs $\left\{F_{1}, F_{2}\right\}$ from $C$. But if $C$ consists of decision effects
only, this can indeed be proved. Or, in other words: A set $C$ of decision effects is coexistent if and only if every pair $\{E 1, E 2\}$ from $C$ is coexistent i.e., according to $\underline{6 .:}$ if and only if $C$ consists of pairwise commuting projection operators.

The "only if" part of this statement has already been proved. Consider, therefore, an arbitrary set $C$ of mutually commuting projection operators. By successively applying to these operators the operations $\wedge, \vee$ and ' as defined by (1.6.32), we obtain from $C$ a set $B \supseteq C$, also consisting of mutually commuting projection operators, which is closed - i.e., a Boolean algebra - with respect to these operations (1.6.32). In other words, $B$ is the unique Boolean algebra of projection operators generated by $C$. (We leave aside here some topological questions, which would arise if $B$ were assumed to contain also certain limit elements like, e.g., $\lim _{n \rightarrow \infty} E_{1} \wedge \ldots . \wedge E_{n}$ with $E_{1}, E_{2} \ldots \in B$ ). We introduce again the notation $E_{1} \dot{\vee} \ldots \ldots . \dot{\vee} E_{n}$ for $E_{1} \vee \ldots \vee E_{n}$ if $E_{1} \ldots E_{n} \in B$ and $E_{i} \wedge E_{j} \equiv E_{i} E_{j}=0$ for $i \neq j$. For such $E_{i}$, an obvious generalization of (1.6.4) yields

$$
E_{1} \wedge\left(E_{2} \vee \ldots \ldots \vee E_{n}\right)=\left(E_{1} \wedge E_{2}\right) \vee \ldots . . \vee\left(E_{1} \wedge E_{n}\right)=0
$$

so that, by (1.6.32),

$$
E_{1} \vee\left(E_{2} \vee \ldots \ldots \vee E_{n}\right)=E_{1}+\left(E_{2} \vee \ldots \ldots \vee E_{n}\right)
$$

Repeating this argument, we thus obtain

$$
\begin{equation*}
E_{1} \dot{\vee} \ldots \ldots \ldots \dot{\vee} E_{n}=E_{1}+\ldots \ldots . .+E_{n} \tag{0.6.50}
\end{equation*}
$$

In order to prove that $C$ satisfies the coexistence condition (1.6.49), we now identify the (abstract) Boolean algebra B occurring in (1.6.49) with the above Boolean algebra $\underline{B}$ of projection operators generated by $C$, and take for $\mathbf{F}$ the identity mapping. Then $\mathbf{F} B \equiv B$ contains $C$, by definition. Moreover, since in $B$ the abstract elements $I$ and $\emptyset$ are represented by the operators 1 and 0 , respectively, condition (1.6.10) is trivially satisfied. Finally, for the identity mapping $\mathbf{F}$ the additivity property (1.6.12) is identical with (1.6.50). Thus, indeed, the set $C$ is coexistent.

Consider, more generally, a coexistent set $C$ of effects containing a subset $C_{0}$ of decision effects, a Boolean algebra $\underline{B}$ and a mapping $\mathbf{F}$ as in (1.6.49). Since $\mathbf{F} B \equiv B$ contains $C_{0}$, there exists a nonempty subset $\underline{B}^{\prime}$ of $\underline{B}$ consisting of those elements $\alpha$ which are mapped into decision effects, $F_{\alpha}=E_{\alpha}$. With arbitrary $\alpha$ and $\beta \in \underline{B}^{\prime}$, the two effects $E_{\alpha}$ and $E_{\beta}$ are coexistent - i.e., commuting projection operators. Since $\underline{B}$ is a Boolean algebra, the set $B=\mathbf{F} \underline{B}$ contains also the effects $F_{\alpha \wedge \beta}=" E_{\alpha}$ and $E_{\beta} ", F_{\alpha \vee \beta}=" E_{\alpha}$ or $E_{\beta} "$ and $F_{\alpha}^{\prime}="$ not $E_{\alpha} "$. According to $\underline{6}$., the latter are again decision effects, and are given by

$$
\left.\begin{array}{l}
E_{\alpha \wedge \beta}=E_{\alpha} E_{\beta}=E_{\alpha} \wedge E_{\beta}  \tag{0.6.51}\\
E_{\alpha \vee \beta}=E_{\alpha}+E_{\beta}-E_{\alpha} E_{\beta}=E_{\alpha} \vee E_{\beta} \\
E_{\alpha}^{\prime}=1-E_{\alpha}=E_{\alpha}^{\prime}
\end{array}\right\}
$$

(cf. (1.6.32) and (1.6.33)). Therefore $\underline{B}^{\prime}$ contains along with $\alpha$ and $\beta$ also $\alpha \wedge \beta$, $\alpha \vee \beta$ and $\alpha^{\prime}$; i.e., $\underline{B}^{\prime}$ is a Boolean subalgebra of $\underline{B}$. Moreover, by (1.6.51), the image $B^{\prime}=\mathbf{F} \underline{B}^{\prime}$ of $\underline{B}^{\prime}$ under $\mathbf{F}$ - consisting of coexistent decision effects, i.e., commuting projection operators - is closed, and is thus a Boolean algebra, with respect to the operations $\wedge, \vee$ and ' defined by (1.6.32), and the restriction of the mapping $\mathbf{F}$ to $\underline{B}^{\prime}$ is a homomorphism of $\underline{B}^{\prime}$ onto $B^{\prime}$. As in the particular case 6. discussed above, this homomorphism leads to the familiar physical interpretation of the operations $\wedge, \vee$ and 'for arbitrary projection operators in $B^{\prime}$.

As a Boolean algebra, $\mathrm{B}^{\prime}$ contains along with CO the whole Boolean algebra B 0 of projection operators generated by Co. If thus, in particular, C contains only decision effects (i.e., $\mathrm{C}=\mathrm{Co}$ ), then every coexistent completion B of C contains the Boolean algebra Bo of projection operators generated by C. On the other hand, as shown before, Bo itself is a possible choice for B ; hence Bo is the minimal coexistent completion of a given coexistent set C of decision effects.

The concept of an observable is taken as fundamental in some formulations of quantum mechanics. In the approach presented here, this notion appears on the contrary as a derived one. We shall conclude by presenting a short discussion of observables, especially since coexistent sets of effects play an important role in this connection.

In accordance with the general ideas discussed in Section 1, observables are defined here operationally in terms of the apparatuses measuring them. Like a preparing instrument or an effect apparatus, an apparatus measuring an observable is also completely specified by the "classical" description of its construction and application.

An easily visualizable example would be an apparatus with a scale, on which a pointer indicates the "measured value" of the observable after the application of the apparatus to a microsystem. In practice very few - if any - quantum mechanical observables are measured by such simple apparatuses; thus we shall only assume here that somehow each application of the measuring apparatus to a single microsystem yields a well-defined real number as the "measured value". In view of the errors connected with any real measurement, the assumption that these measured values are given with infinite precision is clearly an idealization. We leave aside here the difficult problem of justifying idealizations of this kind, without which a mathematical description of observables would become very cumbersome or even impossible.

By definition, the "scale" of a measuring apparatus contains all possible measured values of the observable considered, but besides them it may also contain real numbers which never occur as measured values. In practice every scale is finite, and could thus be identified with a suitable finite interval on the real line. It is advantageous here, however, to use the whole real line I as a universal scale
for all observables. Thereby we also include in the subsequent discussion the case of "unbounded" observables like, e.g., position coordinates or momentum components of a particle, whose possible measured values are not confined to a finite interval, and which there-?fore represent limiting cases of "real" (i.e., bounded) observables.

Consider now suitable subsets $\alpha$ of the real line $I$, e.g., intervals; for technical reasons (see below) we choose here the more general class of Borel sets (cf., e.g., [13], Ch. 1). If an observable is measured on a single microsystem, the question whether or not the measured value is contained in a given Borel set on constitutes a yes-no measurement on the given system, and is thus to be described by an effect operator $F_{\alpha}$. We thereby obtain, for a given observable, a certain mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ of Borel sets $\alpha$ into $L(H)$. By definition of $F_{\alpha}$, $\operatorname{tr}\left(F_{\alpha} W\right)$ represents the probability of finding the measured value in the set $\alpha$, when the observable considered is measured in the state $W$. The operators $F_{\alpha}$ for arbitrary $\alpha$ - or, in other words, the mapping $\mathbf{F}$ - thus completely specify the "statistics" of the given observable in arbitrary states $W$, and in this sense provide a complete quantum mechanical description of the observable.

In particular, since the measured value will always lie on the real line $I$ and never in the empty set $\emptyset$, we immediately get

$$
\begin{equation*}
F_{I}=1 \quad, \quad F_{\emptyset}=0 \tag{0.6.52}
\end{equation*}
$$

Moreover, clearly, the probability of finding, in a given state $W$, measured values in the union $\cup_{i} \alpha_{i}$ of finitely many mutually disjoint sets $\alpha_{1} \ldots \alpha_{n}$ (i.e., $\alpha_{i} \cap \alpha_{j}=\emptyset$ for $i \neq j$ ), is the sum of the corresponding probabilities for these sets $\alpha_{1} \ldots \alpha_{n}$ separately; i.e.,

$$
\begin{equation*}
\operatorname{tr}\left(F_{\dot{\cup}_{i} \alpha_{i}} W\right)=\sum_{i} \operatorname{tr}\left(F_{\alpha_{i}} W\right) \tag{0.6.53}
\end{equation*}
$$

Being true for arbitrary $W$, this implies the additivity property

$$
\begin{equation*}
F_{\dot{\cup}_{i} \alpha_{i}}=\sum_{i} F_{\alpha_{i}} \tag{0.6.54}
\end{equation*}
$$

of the mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$. In (1.6.53) and (1.6.54) we have written, in?analogy to our previous notation, the "disjoint union" of the sets $\alpha_{i}$ as $\dot{\cup}_{i} \alpha_{i}$. We have also omitted an upper limit $n$ in $\dot{U}_{i} \alpha_{i}$ and $\sum_{i} F_{\alpha_{i}}$, thereby indicating that Eqs. (1.6.53) and (1.6.54) are assumed here to be valid not only for finite but also for countably infinite sequences of mutually disjoint Borel sets $\alpha_{i}$ This deserves a little explanation. First, a union of countably many (arbitrary, not.necessarily disjoint) Borel Sets $\alpha_{i}$ is again a Borel set; therefore the left hand sides of (1.6.53) and (1.6.54) exist also for infinitely many sets $\alpha_{i}$. Moreover, in this case, the right hand side of (1.6.54) exists as an ultraweak limit. To show this, consider the finite disjoint unions $\beta_{n}=\dot{U}_{i \leq n} \alpha_{i}$, for which we already have $F_{\beta_{n}}=\sum_{i<n} F_{\alpha_{i}}$, according to the finite version of (1.6.54). The nonnegative operators $\bar{F}_{\beta_{n}}$ thus increase with $n$. Since, as elements of $L(H)$, they are also
bounded from above by 1, they indeed converge ultraweakly for $n \rightarrow \infty$ to an operator in $L(H)$, which is taken as defining the right hand side of (1.6.54). Then, by the definition of ultraweak convergence, the right the right hand side of (1.6.53) is also convergent, and 1.6.54) is equivalent to (1.6.53) - with arbitrary $W \in K(H)$ - also for countably infinite disjoint unions. Finally, the physical interpretation of $\operatorname{tr}\left(F_{\dot{U}_{i} \alpha_{i}} W\right)$ and $\operatorname{tr}\left(F_{\alpha_{i}} W\right)$ as probabilities leads to (1.6.53), regardless of whether $\dot{U}_{i} \alpha_{i}$ is a finite or an infinite disjoint union. (Although in the latter case the argument is not entirely trivial, we shall not present it in detail here.) - Since a set $\beta$ with $\beta \subseteq \alpha$ may be represented as $\dot{\cup} \gamma$ with a suitable set $\gamma,(1.6 .54)$ also implies

$$
\begin{equation*}
F_{\alpha} \leq F_{\beta} \text { if } \alpha \subseteq \beta \tag{0.6.55}
\end{equation*}
$$

As is well known, the Borel sets on the real line $I$ form a Boolean algebra $\underline{B}$, if one defines " $\alpha$ and $\beta "=\alpha \wedge \beta$ as the intersection $\alpha \cap \beta$, " $\alpha$ or $\beta "=\alpha \vee \beta$ as the union $\alpha \cup \beta$, and "not $\alpha$ " $=\alpha^{\prime}$ as the complement of the set $\alpha$. The "trivial" elements of this Boolean algebra (cf., e.g., (1.6.3)) are the whole real line $I$ and the empty set $\emptyset$, as already indicated by our notation. The fact that $\underline{B}$ contains not only finite but also countably infinite intersections and unions of arbitrary Borel sets is usually expressed by calling $\underline{B}$ a Boolean $\sigma$-algebra. The mapping $\mathbf{F}: \underline{B} \rightarrow \mathbf{F} \underline{B}=B \subset L(H)$ considered above is a mapping of the kind considered in condition (1.6.24), since Eqs. (1.6.52) correspond to (1.6.10), whereas (1.6.54) represents a generalization of (1.6.12). The set of effects $\left\{F_{\alpha} I \alpha \in \underline{B}\right\}=B$ is thus a coexistent set.

An observable, therefore, may be described quantum mechanically as a particular coexistent set of effects in the sense of condition (1.6.24), with $\underline{B}$ standing for the Boolean $\sigma$-algebra of Borel sets on the real line $I$, and with a generalized additivity property (1.6.54) - which is quite natural for a Boolean $\sigma$-algebra - in place of (1.6.12). This description is also in accordance with the operational meaning of coexistence since, indeed, a measuring apparatus for the given observable measures together all effects $F_{\alpha} \in \mathbf{F} \underline{B}$, as explained above. Eqs. (1.6.52) and (1.6.54) also imply the relations

$$
\begin{equation*}
F_{\alpha^{\prime}}=1-F_{\alpha}=F_{\alpha}^{\prime} \tag{0.6.56}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\alpha \cup \beta}=F_{\alpha}+F_{\beta}-F_{\alpha \cap \beta} \tag{0.6.57}
\end{equation*}
$$

(Compare the derivation of (1.6.13) and (1.6.14) from (1.6.10) and (1.6.12)).
A mapping $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ of Borel sets into effects satisfying the conditions (1.6.52) and (1.6.54) is called a positive operator-valued measure - or, more briefly: a POV measure - on the real line, This is motivated by the definition of an "ordinary" (normalized) measure, which as a mapping $\omega: \alpha \rightarrow \omega(\alpha)$ of Borel sets $\alpha$ into nonnegative numbers $\omega(\alpha)$ is characterized by the analogous conditions

$$
\omega I=1 \quad, \quad \omega(\emptyset)=0 \quad, \quad \omega\left(\dot{U}_{i} \alpha_{i}\right)=\sum_{i} \omega\left(\alpha_{i}\right)
$$

(In particular, these conditions are satisfied, by virtue of (1.6.52) and (1.6.53), for $\omega(\alpha)=\operatorname{tr}\left(F_{\alpha} W\right)$ with a POV measure $F_{\alpha}$ and an arbitrary state $W$ ).

If only projection operators are considered as describing yes-no measurements, as in "conventional" quantum mechanics, then all effects $F_{\alpha}$ occurring in the above discussion must be assumed to be decision effects, $F_{\alpha}=E_{\alpha}$. Thereby one arrives at a mapping $\mathbf{E}: \alpha \rightarrow E_{\alpha}$ of Borel sets into decision effects (projection operators), which satisfies (1.6.52) and (1.6.54) in the form

$$
\begin{equation*}
E_{I}=1 \quad, \quad E_{\emptyset}=0 \tag{0.6.58}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\dot{\cup}_{i} \alpha_{i}}=\sum_{i} E_{\alpha_{i}} \tag{0.6.59}
\end{equation*}
$$

and is called a spectral measure on $I$. In "conventional" quantum mechanics, therefore, every observable corresponds to a spectral measure $\mathbf{E}$ on the real line, whereas in the framework considered here such observables - the so called decision observables - constitute a particular class only. Since the decision effects $E_{\alpha}, \alpha \in \underline{B}$ form a coexistent set, they are represented by mutually commuting projection operators, and according to (1.6.51) we also have

$$
\begin{equation*}
E_{\alpha \cap \beta}=E_{\alpha} E_{\beta} \tag{0.6.60}
\end{equation*}
$$

(The last-mentioned properties can also be derived directly from (1.6.59), by using the elementary result that the sum $E+\tilde{E}$ of projection operators $E$ and $\tilde{E}$ is again a projection operator if and only if $E \tilde{E}=\tilde{E} E=0$. With (1.6.59), this immediately implies $E_{\gamma} E_{\delta}=E_{\delta} E_{\gamma}=0$ for arbitrary disjoint Borel sets $\gamma$ and $\delta$. For arbitrary sets $\alpha$ and $\beta$, Eq. (1.6.59) and the decompositions $\alpha=(\alpha \cap \beta) \dot{\cup}\left(\alpha \cap \beta^{\prime}\right)$ and $\beta=(\alpha \cap \beta) \dot{\cup}\left(\alpha^{\prime} \cap \beta\right)$ lead to $E_{\alpha}=E_{\alpha \cap \beta}+E_{\alpha \cap \beta^{\prime}}$, and $E_{\beta}=E_{\alpha \cap \beta}+E_{\alpha^{\prime} \cap \beta}$. Because the sets on $\alpha \cap \beta^{\prime}$ and $\alpha^{\prime} \cap \beta$ are disjoint, this finally implies $E_{\alpha} E_{\beta}=E_{\beta} E_{\alpha}=E_{\alpha \cap \beta}$ ). Eq. (1.6.60) may be trivially generalized to finite intersections $\alpha_{1} \cap \ldots \cap \alpha_{n}$, but actually it is true, in the form

$$
\begin{equation*}
E_{\overline{\overline{\mathrm{i}}} \cap \alpha_{i}}=\Pi E_{\alpha_{i}} \tag{0.6.61}
\end{equation*}
$$

for arbitrary finite or countably infinite intersections of Borel sets $\alpha_{i}$. In the latter case, the right hand side of (1.6.61) exists, and has to be understood, as the ultraweak limit of $\Pi_{i \leq n} E_{\alpha_{i}}$ for $n \rightarrow \infty$. We will not prove this here. Besides (1.6.61), clearly, Eqs. (1.6.56) and (1.6.57) are also true for spectral measures, i.e., with $E_{\alpha}$ for $F_{\alpha}$. (Compare also (1.6.51).)

The more familiar description of decision observables by self-adjoint operators is obtained as follows. Define a one-parameter family of projection operators $E(\lambda)$ by inserting for $\alpha$ the intervals $(-\infty, \lambda]$ into the spectral measure $\mathbf{E}: \alpha \rightarrow E_{\alpha}$; i.e.,

$$
\begin{equation*}
E(\lambda)=E_{(-\infty, \lambda]} \tag{0.6.62}
\end{equation*}
$$

By (1.6.55), (1.6.58) and (1.6.59), then, $E(\lambda))$ may be shown to have the characteristic properties of a spectral family of a self-adjoint operator $A$, namely:
i) $\lambda_{1}<\lambda_{2}$ implies $E\left(\lambda_{1}\right) \leq E\left(\lambda_{2}\right)$
ii) For $\lambda \rightarrow-\infty$ and $\lambda \rightarrow+\infty, E(\lambda)$ converges ultraweakly to 0 and 1 , respectively. (For a "bounded" observable, with measured values confined to a finite interval $\left[\Lambda_{1}, \Lambda_{2}\right]$, we simply have $E(\lambda)=0$ for $\lambda<\Lambda_{1}$ and $E(\lambda)=1$ for $\lambda \geq \Lambda_{2}$.
iii) For sequences $\lambda_{i} \neq \lambda$ converging to $\lambda$ from above $E\left(\lambda_{i}\right)$ converges ultraweakly to $E(\lambda)$, whereas for sequences $\lambda_{i} \neq \lambda$ converging to $\lambda$ from below, $E\left(\lambda_{i}\right)$ also has an ultraweak limit, which is $\leq E(\lambda)$ (by $i$ ) but need not be equal to $E(\lambda)$.

According to the famous spectral theorem for self-adjoint operators, every such spectral family $E(\lambda)$ uniquely determines a self-adjoint operator

$$
\begin{equation*}
A=\int \lambda d E(\lambda) \tag{0.6.63}
\end{equation*}
$$

conversely, every self-adjoint operator $A$ may be represented in the form (1.6.63) with a unique spectral family $E(\lambda)$ satisfying conditions i) to iii) above. (Conditions ii) and iii) are usually formulated by requiring strong rather than ultraweak convergence, but this makes no difference. We will not present here a rigorous version of the spectral theorem including, e.g., a rigorous definition of the integral in Eq. (1.6.63) (cf., e.g., [13], Ch. 4). - If the observable considered is bounded, (1.6.63) defines a bounded self-adjoint operator $A$. Such operators have been called Hermitian in the preceding sections).

Usually a quantum mechanical (decision) observable is represented by the operator $A$ as given by (1.6.63), and is simply called "the observable $A$ ". We need not rederive here the well-known features of this description such as, e.g., the connection between the possible measured values of the observable and the spectrum of $A$, or the formulae

$$
\begin{equation*}
\langle A\rangle_{W}=\operatorname{tr}(A W) \tag{0.6.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Delta_{W} A\right)^{2}=\operatorname{tr}\left(A^{2} W\right)-(\operatorname{tr}(A W))^{2} \tag{0.6.65}
\end{equation*}
$$

for the expectation value $\langle A\rangle_{W}$ and the mean square deviation $\Delta_{W} A$ of an observable $A$ in a state $W$; they follow immediately from the definition of $A$ in terms of the spectral measure $\mathbf{E}$ and the physical meaning of the latter. (Compare also Eqs. (1.6.68) and (1.6.69) below.) If the observable considered or, equivalently, the corresponding operator $A$ - is unbounded, Eqs. (1.6.64) and (1.6.65) make sense for states $W$ in a suitable "domain" only. For a discussion of this point see [14].

The spectral family $E(\lambda)$ is uniquely determined by the operator $A$, and the
spectral measure $\mathbf{E}: \alpha \rightarrow E_{\alpha}$ may be reconstructed from $E(\lambda)$ - i.e., from $A-$ because, in terms of the characteristic function

$$
\chi_{\alpha}(\lambda)= \begin{cases}1 & \text { for } \lambda \in \alpha \\ 0 & \text { otherwise }\end{cases}
$$

of the Borel set $\alpha, E_{\alpha}$ is given by

$$
E_{\alpha}=\int \chi_{\alpha}(\lambda) d E(\lambda)=\chi_{\alpha}(A)
$$

The description of a decision observable by a self-adjoint operator $A$ is therefore completely equivalent to the description by a spectral measure $\mathbf{E}$, and it is also practically useful since physically relevant quantities can be calculated directly in terms of $A$.

The preceding construction can be generalized to an arbitrary observable, as described by a POV measure $\mathbf{F}: \alpha \rightarrow F_{\alpha}$, and therefore simply called "the observable $\mathbf{F}$ " in the following. In analogy to (1.6.62), one may define a "generalized spectral family"

$$
\begin{equation*}
F(\lambda)=F_{(-\infty, \lambda]} \tag{0.6.66}
\end{equation*}
$$

with properties completely analogous to i) - iii) above. From $F(\lambda)$ the expectation value $\langle\mathbf{F}\rangle_{W}$ and the mean square deviation $\Delta_{W} \mathbf{F}$ of the? observable $\mathbf{F}$ in a given state $W$ may then be calculated as Stieltjes integrals with the weight function

$$
\begin{equation*}
\omega(\lambda)=\operatorname{tr}(F(\lambda) W) \tag{0.6.67}
\end{equation*}
$$

according to the formulae

$$
\begin{equation*}
\langle\mathbf{F}\rangle_{W}=\int \lambda d \omega(\lambda) \tag{0.6.68}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Delta_{W} \mathbf{F}\right)^{2}=\int\left(\lambda-\langle\mathbf{F}\rangle_{W}\right)^{2} d \omega(\lambda)=\int \lambda^{2} d \omega(\lambda)-\left(\langle\mathbf{F}\rangle_{W}\right)^{2} \tag{0.6.69}
\end{equation*}
$$

These formulae follow easily from the probability interpretation of

$$
d \omega(\lambda)=\omega(\lambda+d \lambda)-\omega(\lambda)=\operatorname{tr}((F(\lambda+d \lambda)-F(\lambda)) W)=\operatorname{tr}\left(F_{(\lambda, \lambda+d \lambda]} W\right)
$$

In analogy to (1.6.63), one may now attempt to define an operator

$$
\begin{equation*}
A=\int \lambda d F(\lambda) \tag{0.6.70}
\end{equation*}
$$

in terms of which - at least formally - the expectation values (1.6.68) could then be rewritten in the more familiar form $\operatorname{tr}(A W)(c f . \quad(1.6 .64))$. If the
observable $\mathbf{F}$ is bounded, (1.6.70) may indeed be shown - when interpreted appropriately - to define a bounded self-adjoint (i.e., Hermitian) operator $A$, such that $\langle\mathbf{F}\rangle_{W}=\operatorname{tr}(A W)$ for all $W$. But even in this simple case the right hand side of (1.6.69) cannot be rewritten in the usual form $\operatorname{tr}\left(A^{2} W\right)-(\operatorname{tr}(A W))^{2}$ (cf. (1.6.65)), so that for a general observable $\mathbf{F}$ it is not possible to calculate mean square deviations via (1.6.65) directly from the corresponding operator $A$. Indeed, whereas for a decision observable (1.6.63) also implies $\int \lambda^{2} d E(\lambda)=A^{2}$, and thus $\int \lambda^{2} d(\operatorname{tr}(E(\lambda) W))=\operatorname{tr}\left(A^{2} W\right)$, Eq. (1.6.70) does not imply $\int \lambda^{2} d F(\lambda)=A^{2}$, so that $\int \lambda^{2} d \omega(\lambda)$ need not be equal to $\operatorname{tr}\left(A^{2} W\right)$. Moreover, neither the POV measure $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ nor even the generalized spectral family $F(\lambda)$ can be reconstructed uniquely from the operator $A$ defined by (1.6.70), since a given operator $A$ may have several different representations of the form (1.6.70). (For instance, the Hermitian operator $A$ associated with a bounded observable $\mathbf{F}$ has, besides (1.6.70), at least one additional representation of this form, namely the one provided by the spectral theorem, with the "ordinary" spectral family $E(\lambda)$ of $A$ in place of $F(\lambda))$. If the observable considered is unbounded, the definition (1.6.70) of the operator $A$ leads to "domain problems" similar to, but even more severe than, the known ones associated with Eq. (1.6.63); actually the operator $A$. need not even be densely defined, and in extreme cases its domain of definition may consist of the zero vector only. (Observables F leading to such difficulties are, however, rather "pathological" from the physical point of view as well).

But even if - as for a bounded observable - the operator $A$ is well-defined, it provides a rather incomplete description of the corresponding observable, since not even mean square deviations can be calculated from it, and therefore it is much less useful than the self-adjoint operator associated with a decision observable. A general observable, therefore, has to be described either directly by the corresponding POV measure $\mathbf{F}$, or alternatively by the generalized spectral family $F(\lambda)$ associated with it, from which quantities of physical interest like $\langle\mathbf{F}\rangle_{W}$ and $\Delta_{W}(F)$ can also be calculated via Eqs. (1.6.67) to (1.6.69).

Although quite natural in the version of quantum mechanics presented here, the consideration of such more general observables would still be merely of academic interest if it could not be illustrated by concrete physical examples. Such an application - in fact the only really interesting one known up to now - concerns the localization of massless particles. Since this subject has 'been discussed in much detail elsewhere [15], we shall sketch here the basic facts only.

A position observable, describing the spatial localization of a quantum mechanical particle at a fixed time, $t=0$ say, is of a slightly more general type than the observables considered so far, since its "measured values" are the three Spatial coordinates of the particle - i.e., triples of real numbers, rather than single ones. Therefore a position observable is to be described by a POV measure $\mathbf{F}: \alpha \rightarrow F_{\alpha}$ defined on the Borel sets $\alpha$ in three-dimensional space $\mathbb{R}^{3}$, rather than on the real line $I=\mathbb{R}^{1}$. An effect apparatus $f_{\alpha}$ measuring the? effect $F_{\alpha}$
is realized physically - for finite and sufficiently simple $\alpha$ at least - by a particle counter occupying the spatial volume or and "operating" at time $t=0$. (The last condition again represents an idealization, since a real counter is sensitive in some time interval, rather than at a sharp time only, and is thus expected to measure $F_{\alpha}$ only approximately at best).

An elementary particle in relativistic quantum mechanics is characterized by its transformation properties under Poincar (i.e., inhomogenous Lorentz) transformations, as described by a suitable irreducible unitary representation of the Poincar group $P$ on its state space $H$. This leads to an additional condition for the position observables of such particles: besides the conditions analogous to (1.6.52) and (1.6.54), the corresponding POV measure has to satisfy a certain covariance condition with respect to the given unitary representation of the Euclidean subgroup of $P$. Such POV measures are called Euclidean covariant in [15].

Conventional quantum mechanics admits only decision observables. Accordingly, particle counters are to be described by decision effects $E_{\alpha}$, and the corresponding mapping $\mathbf{E}: \alpha \rightarrow E_{\alpha}$ becomes an Euclidean covariant spectral measure on $\mathbb{R}^{3}$. From such a spectral measure, a position operator

$$
\mathbf{X}=\left(\begin{array}{l}
X_{1} \\
X_{2} \\
X_{3}
\end{array}\right)
$$

?with three mutually commuting self-adjoint components $X_{i}$ can be constructed, and vice versa. It has been shown long ago by Newton and Wigner [16] - and later on, more rigorously, by Wightman [17] - that the above-mentioned requirements lead to a unique "Newton-Wigner" position operator $\mathbf{X}$ for massive particles and for massless particles with spin zero, whereas for massless particles with spin they cannot be satisfied at all.

Massless particles with spin - e.g., photons or neutrinos - thus appear to be not localizable according to conventional quantum mechanics, whereas in practice at least photons can certainly be localized?by suitable counters. This apparent discrepancy can indeed be resolved by admitting Euclidean covariant POV measures, rather than spectral measures only, as describing position observables. Thereby one arrives at a quite satisfactory description of position measurements for elementary particles of arbitrary mass and spin. For more details the interested reader is referred to the literature ([15], [7]).
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