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0.1 States and Effects

Almost all treatments of quantum mechanics agree in ascribing fundamental im-
portance to the notions of ”state” and ”observable”. The physical interpretation
of these notions, however, differs considerably from one author to another. The
discussion of as many as possible of these different points of view is not the
subject of the present investigation, in view of both the limited space available
and the insufficient familiarity of the author with most of them.

We prefer instead to follow here as closely as possible one particular interpreta-
tion of quantum mechanics, which has been elaborated by Ludwig and his school
[2], and which the present author considers to be particularly satisfactory. A
detailed exposition of Ludwigs theory would still go far beyond the limits of
space available here. We shall try to sketch some of the main ideas only, and to
encourage any reader who is interested in more details to consult the original
literature quoted above.

Another reason for not entering a detailed discussion of various interpretations
of quantum mechanics is our conviction that the more technical parts of the
present work, if suitably reformulated, are compatible with most or even all of
them. We thus believe that even a reader who disagrees completely with the
interpretation proposed here many profit from the following investigations, even
if the burden of reinterpreting our results in terms of his preferred interpretation
of quantum mechanics is entirely left to himself.

According to Ludwig, any physical theory is in some sense to be interpreted
”from outside”, i.e., in terms of ”pretheories” not belonging to the theory in
question itself. For quantum mechanics in particular, these ”pretheories” be-
long to the realm of classical physics, and describe the construction and appli-
cation of macroscopic preparing and measuring instruments. A similar point of
view has been advocated by Bohr, who repeatedly stressed the importance of
the classical nature of measuring instruments for the understanding of quantum
mechanics.

Such statements should not be misinterpreted to mean that the behavior of
macroscopic instruments can always be understood completely in terms of clas-
sical theories such as, e.g., mechanics and electrodynamics. If this were true,
quantum mechanics would never have been invented. Indeed, quantum mechan-
ics just serves to describe some particular behavior of macroscopic instruments
which can not be explained classically.

It is maintained, however, that the construction and application of instruments
can be - and, in practice, always are - described in purely classical terms, with-
out any reference to quantum mechanics. Moreover, in the same spirit, typical
changes occurring in such instruments during ”measurements”, such as, e.g.,
the discharge of a counter, are accepted as objectively real events, in much the



same "naive” way in which experimentalists always accept such occurrences in
practice, and as we all do in everyday life. The physical interpretation of quan-
tum mechanics is then formulated entirely in terms of such instruments and
events, and thus ultimately rests on ascribing ”objective reality” to (at least)
the macroscopic world surrounding us. In this respect the present interpretation
of quantum mechanics profoundly disagrees with certain other, interpretations,
ascribing, e.g., a decisive role to human consciousness in the creation of observ-
able events. It is in fact one of the main motivations of Ludwig’s theory to
show that quantum mechanics, with all its subtleties, can be formulated and
interpreted consistently without such radical changes in our everyday concept
of physical reality. (Nevertheless, this "naive” concept has to be refined consid-
erably to cover, finally, such "things” as atoms or electrons. This problem has
also been analyzed by Ludwig, but the results of this deep analysis cannot even
be sketched here).

According to the point of view adopted here, the fundamental notions of quan-
tum mechanics have thus to be defined operationally in terms of macroscopic
instruments and prescriptions for their application. A preliminary notion of
"state” is then most simply given in terms of preparing instruments. Expe-
rience tells us that suitably constructed instruments can be used to produce
ensembles - in principle arbitrarily large - of single microsystems of the particu-
lar type considered (e.g., electrons). Ascribing something like a ”state” to such
an ensemble is then, at this lowest level of the theory, just a short-hand nota-
tion for the applied preparation procedure. We introduce, for this purpose, the
notion of a "prestate”. A prestate is thus specified by the technical description
of the preparing instrument and its mode of application. Such a specification is
abbreviated here by using labels w for prestates; accordingly, the same label w
shall also be used to denote the applied preparing instrument - or rather, the
entire preparation procedure - itself. Two ensembles of microsystems are thus
in different prestates, w; # wo, if and only if they are produced by different
preparing procedures.

Another empirical fact is the existence of so called measuring instruments, which
are capable of undergoing macroscopically observable changes due to (”triggered
by”) their interaction with single microsystems. The simplest type of measuring
instrument is one on which just a single change may be triggered. For instance,
an originally charged counter may be found either still charged or discharged,
after it has been exposed to an electron emitted by some preparing apparatus.
(The result will depend, loosely speaking, on the efficiency of the counter, and
on whether or not the electron ”hits” it). Instruments of this type perform so
called yes-no measurements: calling the observable change of the instrument
an “effect”, one usually defines the result of a single measurement to be ”yes”
if the effect occurs, and "no” if the effect does not occur. It is equally pos-
sible, however, and sometimes even appropriate, to associate ”yes” with the
non-occurrence of the effect, and vice versa. (With its reading reinterpreted in
this way, the apparatus then performs a different - although closely related -



yes-1o measurement).

For many purposes it is more convenient to associate ”measured values” 1 and
0 with the results "yes” and "no”, respectively. With this convention, yes-no
measurements fit into a broader class of measurements, involving also instru-
ments with, e.g., a movable pointer on a scale, which in general contains more
than only two possible measured values. However, such more complicated in-
struments - and the general notion of ”observables” connected with them - need
not be considered when we first discuss the basic facts of quantum mechanics.
It is indeed well known that the measurement of any observable can be inter-
preted, in a standard way, as a combination of yes-no measurements. The latter
are thus not only simple prototypes of measurements, but also the elementary
building blocks for more general ones. We shall return to this point in Section
1.6.

An instrument performing yes-no measurements is called an effect apparatus,
and shall also be symbolized here by some letter, usually f. As in the case of
preparing instruments, this label f stands for a complete technical description
of the apparatus, including the instructions for its application and its reading.

Assume now a preparing instrument w produces a single microsystem, which
then interacts with an effect apparatus f, leading in turn either to the occur-
rence or the non-occurrence of the corresponding effect on the apparatus f. Call
this a ”single experiment”, and assume such single experiments, with given w
and f, to be repeated N times. (Keeping w and f fixed means, of course, to
use the same or at least identically constructed instruments in all single exper-
iments). We may then also say that the effect apparatus f has been applied to
an ensemble of N microsystems in the prestate w.

The effect apparatus f will yield the answer ”yes” in N, single experiments,
and "no” in the remaining N_ = N — N, cases. In general, Ny will be neither
N nor zero; i.e., the outcome of a single experiment will not be determined
completely by the instruments w and f. Nevertheless, in each series of N sin-
gle experiments with given w and f the fraction Ny /N comes out roughly the
same, if only NV is sufficiently large, such that N /N approaches a definite limit
f(f,w) for very large N. Thus experience tells us that effect apparatuses f are
triggered with reproducible relative frequencies fi(f,w) by microsystems pre-
pared in a prestate w. Deviations of the observed values of N1 /N from fi(f, w)
can then be interpreted as statistical errors due to the finiteness of V.

This most crucial fact is the empirical basis for the statistical laws of quantum
mechanics. In accordance with the usual terminology, we call fi( f,w) the ”prob-
ability” for the triggering of the effect apparatus f in the prestate w. Whenever
the notion of ”probability” occurs in the present interpretation of quantum me-
chanics, it has to be understood as synonymous with "relative frequency”, as in
the particular case of f(f,w) just considered. Since Ny /N is also the average
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of the measured values 1 (yes) and 0 (no) obtained in NNV single experiments, we
may also call fi(f, w) the expectation value of the f measurement in the prestate
w.

Every experimentalist knows that some minor technical details of a preparing
instrument w or an effect apparatus f may be changed without affecting their
statistical behavior, as expressed by the probability function fi(f,w). But even
two completely different preparing instruments w; and ws may give rise to the
same probabilities for the triggering of arbitrary effect apparatuses f; i.e.,

i, w1) = fi(f.wz) forall f (0.1.1)

Likewise, there certainly exist (slightly, or even completely, different) effect ap-
paratuses f; and f5, such that

G f1,w) = i fo,w) forall w (0.1.2)

ie., fi and fy are triggered with equal probabilities in arbitrary prestates w.
If, as usual, we restrict our attention to the probabilities fi(f,w), as the basic
quantities for the formulation of the statistical laws of quantum mechanics, then
any differences between two preparing instruments or effect apparatuses which
do not affect these probabilities become inessential. Accordingly, two prestates
wy and wy satisfying (1.1.1), as well as two effect apparatuses f1 and fs satisfying
(1.1.2), are defined to be equivalent. If thus read as equivalence relations, Eqs.
(1.1.1) and (1.1.2) define equivalence classes W and F' of preparing instruments
(prestates) w and effect apparatuses f, respectively. All instruments w or f in
a given equivalence class W or F' thus behave "statistically”, with respect to
the probabilities fi(f,w), in the same way. An equivalence class W is called a
state, as usual, whereas - in accordance with Ludwig’s terminology - we call an
equivalence class F' an effect. An ensemble of N microsystems, prepared by an
instrument w in the equivalence class W, is called an ensemble in the state W,
whereas an effect apparatus f in the equivalence class F' is said to measure the
effect F. By definition of these equivalence classes, the function fi(f,w) gives
rise to a new function p(F, W), called the probability for the occurrence of the
effect I in the state W, as defined by

e W) = [i(f, w) (013)

with f € F'and w € W. By (1.1.1) and (1.1.2), this definition does not depend
on the choice of particular representatives f of F and w of W on the right
hand side of (1.1.3). Denoting the sets of states W and effects F' by K and
L, respectively, (1.1.3) thus defines a function u on I. X K. According to its
physical meaning, this function obviously satisfies

0< pu(F,W)<1 (0.1.4)

for all F € L and all W € K. Moreover, (1.1.3) and the definitions (1.1.1) and
(1.1.2) of the equivalence classes W and F' also imply that

Wy =Wy iff u(F,Wh) = u(F,Ws) forall Fe€L (0.1.5)
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and
Fy = Fiff u(Fi, W) = u(Fo, W) forall We K (0.1.6)

This means, in particular, that ensembles in different states W; # Ws, as well as
apparatuses measuring different effects F; # Fb, lead to a different ”statistics”,
and can thus be distinguished experimentally.

One of the main goals of Ludwig’s approach is the derivation of the mathemat-
ical structure of quantum mechanics from suitable and physically meaningful
postulates for the sets K and L and the probability function p. (The classical
example for such an ”axiomatic” approach is thermodynamics, as based on the
first and second law.) Again there is no room here to discuss this in any detail.
(See [2].) Rather than deriving the usual Hilbert space formalism of quantum
mechanics, we shall thus take for granted here that the basic quantities and
relations of the theory may be represented mathematically in terms of opera-
tors on a (complex, separable) Hilbert space H, which we call the state space
of the system considered. By restricting, moreover, our attention to sufficiently
"simple” systems (like, e.g., single electrons), we shall also avoid possible com-
plications which otherwise could arise from superselection rules. Accordingly,
we shall assume - as usual - that

(i) states may be represented by density operators W on H,
(ii) projection operators F on H represent effects, and

(iii) the probability for the occurrence of such an effect E in a state W is given
by
w(E,W) = tr(EW) (0.1.7)

with ¢r denoting the operator trace.

For simplicity of notation, we have avoided the introduction of different symbols
for states and effects on the one hand, and the operators on H representing them
on the other hand. Thus, in (i), (ii), and on the right hand side of (1.1.7), W
and E denote operators, whereas in (iii) and on the left hand side of (1.1.7) the
same letters stand for the corresponding physical quantities (i.e., equivalence
classes of instruments).

Statement (i) shall mean, more precisely, that to every state there corresponds
a unique density operator, and vice versa. With this assumption, the set K of
states may be identified with the set K(H) of density operators on H, i.e., of
non-negative (and thus) Hermitian operators W with unit trace:

W=Ww*">0 , triWw=1 (0.1.8)

K (H) is a subset of the trace class B(H)1, consisting of all operators T' on H
for which the trace norm

|7y = tr[(T*T)"?) (0.1.9)
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is finite. For the properties of B(H); - to be used later on - see, e.g., [3], Ch.
1, or As a subset of B(H); - or alternatively, of its Hermitian part B(H)?,
consisting of all Hermitian trace class operators - K(H) is convex; i.e., with
0<A<1land Wi, Wy € K(H),

W = AWy + (1 — )\)WQ (0110)

also belongs to K (H). Physically, this expresses the possibility of state mixing.
Assume an ensemble of N > 1 systems to be prepared by using N; = AN
times a preparing instrument w; and Ny = (1 — A\)N times another one, ws.
A prescription of this type, with A, w; andws fixed, defines a new preparation
procedure w, called the mixing of the prestates w; and ws with relative weights
Aand 1 — A, If an effect apparatus f is applied to the ensemble, it will be
triggered f(f,w1)N;7 times by the subensemble prepared by the instrument wy,
and fi(f,w2) N2 times by the Ny systems prepared by the instrument ws. Thus
the probability for the triggering of f in the mixed prestate w is

A f,w) = p(f,wi) N1 + fi( f, w2)No

(
A(f w) + (1= Na(f, we)

This relation implies that replacing w; and we by equivalent w] and w) leads
to a w’ equivalent to w, and that an analogous relation also holds true for
equivalence classes:

[(F, W) = \Nu(F, W1) + (1 — \)u(F, Wa) (0.1.11)

If applied, in particular, to effects described by projection operators E, the last
relation, together with (1.1.7), leads to

tr(EW) = Mtr(EWy) + (1 — A) tr(EWs)
= tr[EQW, + (1 — ) Wa)] (0.1.12)

As FE is arbitrary, this implies (1.1.10). (Take, e.g., E = |f) (f], the projection
operator onto the one-dimensional subspace spanned by an arbitrary unit vector
f € H. Then (1.1.12) becomes (f, Af) =0, with A =W — AW} — (1 — \)Wa.
Since A is linear, we also have (f, Af) = 0 for vectors f of arbitrary length, and
the polarization identity

4(f, Ag) = ((f +9), A(f+9) — ((f —9), A(f — 9))
+i((f —ig), A(f —ig)) —i((f +ig), A(f +ig)) (0.1.13)

yields (f,Ag) =0 for all f,g € H, ie., A=0).
A state W satisfying (1.1.10) is thus called, in view of this physical interpre-

tation, a mixture of the states W7 and W5. States W which are not proper
mixtures, i.e., which can not be represented in the form (1.1.10) with Wy # Wy
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and 0 < A < 1, are called pure states. A pure state, as is well-known, corre-
sponds to a one-dimensional projection operator,

W=[nul o, llfl=1 (0.1.14)

and is usually represented by the unit ray {e’®f} spanned by the ”state vector”
f. In this case, Eq. (1.1.7) reads

uw(E,W) = (f,Ef) (0.1.15)

Although sufficient for many purposes, it is nevertheless not very satisfactory
to restrict the discussion of quantum states to pure states only. For even by dis-
regarding as ”artificial” preparation procedures like the above-described state
mixing, one would not get rid of state mixtures, since there are also ”simple”
preparation procedures, with single instruments, which nevertheless do not pro-
duce pure states.

Statement (ii) above is meant here to imply that every projection operator E on
H describes an effect. Usually one also assumes that, vice versa, every yes-no
measurement can be described by a projection operator £ on H. As we shall
see, however, there are good reasons to modify this assumption by admitting
a larger set L(H) of operators F on H as describing effects. This set L(H)
consists of all operators F' which are non-negative and (therefore) Hermitian,
and bounded from above by the unit operator:

0O<F=F"<1 (0.1.16)

The set of projection operators F is a proper subset of L(H). Statement (iii) is
then generalized to arbitrary effects F' by requiring

w(F, W) = tr(FW) (0.1.17)

for all effects F' € L = L(H) and all states W € K = K(H).

The set L(H) is also convex, i.e., containing with F; and F» also
F=\+(1-\NE (0.1.18)

for all real A\ between 0 and 1. A particular effect apparatus f corresponding
to such an effect F' could be obtained, as in the analogous case of Eq. (1.1.10),
by "mixing” two effect apparatuses f; and fo corresponding to the effects Fy
and Fb, respectively. Applying the ”mixed” apparatus f to an ensemble of N
microsystems means that AN times the apparatus f1, and (1 — \))N times the
apparatus fo has to be applied. Since the set of projection operators is not
convex, such "mixing” of effects would not be allowed if every effect, as in the
usual formulation of quantum mechanics, were to be described by a projection
operator. Now, indeed, the above prescription for measuring the effect (1.1.17)
does not look very natural, so that one might still hope that at least all suffi-
ciently "simple” effect apparatuses correspond to projection operators.
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As we shall try to show later on, however, this hope is not justified. On the con-
trary, projection operators describe only very particular effects - called ”decision
effects” by Ludwig [2] - which more- over are rather unlikely to be realized at
all in actual experiments. In this respect, the convex set L(H) of effects is quite
similar to the convex set K(H) of states, which also contains, as a non-convex
subset, the set of pure states. But whereas in the latter case there is general
agreement that the pure states form only a subset of K(H), and that many
actual preparing instruments - or perhaps even most of them - yield proper
mixtures rather than pure states, corresponding statements about the partic-
ular role of the decision effects (projection operators) in L(H) are much less
popular.

Pure states can be characterized operationally by the fact that they cannot be
prepared as proper state mixtures (see above). One might then ask whether
and how, similarly, the decision effects E could be distinguished physically from
more general effects F' in L(H). According to Ludwig [2], decision effects are
indeed distinguished as the "most sensitive” effects in suitable subsets of L(H).
We shall not discuss this here, but will discover another characteristic property
of decision effects in Section 6.

0.2 Operations

We shall now introduce, as another fundamental notion, the new concept of
an ”operation”. Like "state” and ”effect”, this concept shall also be defined
operationally. It was first used in quantum theory by Haag and Kastler [5].

Assume an ensemble of N >> 1 microsystems has been prepared by a preparing
instrument w, so that the ensemble is in the corresponding state W. Assume,
moreover, that an effect apparatus f is applied to each microsystem, and that
each microsystem is still present - and thus available for further experiments -
after its interaction with the apparatus f.

(Actually there are many instruments f, which do not satisfy this assumption,
but instead ”absorb” or ”destroy” the microsystem. To such instruments the
subsequent discussion does not apply. On the other hand, there are many
effect apparatuses f as well which act ”non-destructively” in the above sense.
As a given effect F' can be measured by many different instruments f in the
corresponding equivalence class, it appears even reasonable to expect that every
effect F' may be measured "non-destructively” by a suitable apparatus f).

In the situation described, it is allowed to consider the N microsystems after
their interaction with the apparatus f as a new ensemble, and to ascribe to this
ensemble a quantum state W, which in general will be different from the original
state W as prepared by the instrument w. This just amounts to considering
the combination of the original preparing instrument w and the given effect



apparatus f as a single new preparing instrument @, which then belongs to
a certain equivalence class of preparing instruments defining the new state w.
This state, clearly, depends on both the preparing instrument w and the effect
apparatus f constituting the new preparing instrument w.

We will show, however, that combining the given effect apparatus f with another
preparing instrument w’ equivalent to w leads to a new preparing instrument
W' equivalent to w - or, in other words: that the new state W depends on f
and the equivalence class of w (i.e., the initial state W) only. To show this,
assume w and W’ to be inequivalent. Accordingly, there exists at least one effect
apparatus g, such that

a(f,w) # a(f,a')

It is perfectly legitimate, however, to consider the combination of the instru-
ments f and g as another apparatus h, which is defined to give the result ”yes”
("no”) if its ”g part” is triggered (not triggered), irrespective of the response
of its ” f part”. If reformulated in terms of this effect apparatus h, the above
inequality becomes

fi(h, @) # fi(h, )

which is a contradiction since w and w’ are equivalent.

Whereas thus the new state W depends on the initial preparing instrument
w only through its equivalence class, the analogous statement for the effect
apparatus f does not hold. Indeed, different apparatuses f within the same
equivalence class commonly yield different states W, as will be shown later.

An apparatus f applied in the way just described, thereby transforming a given
ensemble of N systems in some initial state W into another ensemble - again
consisting of N systems - in a new state W depending on f and W, is said to
perform a mon-selective operation. Keeping the apparatus f fixed and varying
the initial state W to which it is applied, a non-selective operation thus generates
a certain mapping

oW HW =W (0.2.1)

of the set K (H) of normalized density operators (states) into itself. The map-
ping ¢ thus describes all possible state changes induced by the given effect appa-
ratus f. As the mathematical counterpart of the physical procedure described
above, this mapping ¢~> will also be called here a "non-selective operation”.

By using the same effect apparatus f in a slightly different way, one can also
perform a selective operation, defined operationally as follows. When applied
to an ensemble of N >> 1 systems in a state W, the apparatus f will be trig-
gered in Ny = f(f,w)N cases. By selecting, after their interaction with the
apparatus f, the Ny microsystems which have triggered f, while disregarding
the remaining N_ = N — N, systems, we arrive at another ensemble, now con-
sisting of N, microsystems. (With N, N, can also be made arbitrarily large
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unless fi(f,w) = 0, an exceptional case to be considered separately). This en-
semble is also in a well-defined new state W, depending again on both applied
instruments, w and f, since as above the combination of the instruments w and
f - now applied in a somewhat different way, however - may be considered as a
new preparing instrument @ belonging to a well-defined equivalence class w.

As before, the new state W depends on the equivalence class W of w only, rather
than on the particular w chosen from it. To show this, consider the application
of an arbitrary effect apparatus g to the N} systems prepared by the procedure
w. Denoting by N, the number of cases in which the apparatus g is triggered
by this ensemble, we have by definition

fi(g, W) = Ny /N, (0.2.2)

Consider again the combination of the effect apparatuses f and g as a new
effect apparatus h, but define now the effect to be measured by h to occur if
and only if both the f and g part of the combined apparatus are triggered. Since
thus used in a different way, the combination of f and g now becomes an effect
apparatus h which is different from the apparatus h considered above. (For a
more detailed discussion of combined yes-no measurements see Section 6.) In a
single experiment of the kind considered, the successive triggering of both the
f and g apparatus may be interpreted either as a triggering of g by system
prepared by the procedure w, or else as a triggering of h by system prepared by
the instrument w. The first interpretation corresponds to Eq. (1.2.2), whereas
the second one yields the relation

Nyy = fi(h,w)N
Since
N. = ilf, w)N

we may rewrite (1.2.2) in the form

fi(g, ) = ju(h,w)/f( f,w) (0.2.3)

The right hand side of this is unchanged if w is replaced by any arbitrary w’ in
the same equivalence class W. Therefore fi(g, 711) also unchanged, for arbitrary
g; i.e., this replacement leads to the same sate W.

If a(f,w) =0, we have Ni = fi(f,w)N = 0 as well; i.e., the combined use of
w and f according to the selection prescription described above does not really
lead to a preparation procedure w. Accordingly, a ”new state” 144 resulting from
the ”selective operation” can not and need not - be defined in this case.

In contrast to a non-selective operation, a selective operation, applied to N
microsystems in a state W, does not always lead to N but in general only to
Ni < N systems in the new state W. The fraction N, /N is called - quite
legitimately, of course - the transition probability of the state change W — w.
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(If Ny = 0, no final state 144 exists, and the ”transition probability” is zero.)
As this transition probability coincides, by definition of the selection procedure,
with the probability f(f,w) = u(F, W) of the effect F' in the initial state W,
it depends on the effect apparatus f up to equivalence only. As already stated
above for non-selective operations, however, a corresponding statement for the
final state W itself will turn out to be wrong.

Mathematically, a selective operation could be identified with the mapping
W — W of initial into final states induced by it, as we did before for a non-
selective operation. This would have some disadvantages, however. First, such
a mapping would not be defined on all of K((H), since W does not exist if
a(f,w) = p(F,W) = 0. Second, this mapping would not specify the transition
probabilities, which therefore would have to be given separately. We therefore
associate with a selective operation a slightly different mapping ¢ - also called
a ”selective operation” in the following - which is defined, for arbitrary initial
states W € K(H), by

(0.2.4)

S — w(F, WYW if u(F,W) # 0
0 if u(F,W) =0

in terms of the final states W and the transition probabilities p(F,W). Since
tr W =1 by definition, both the transition probability

w(E, W) = tr(oW) (0.2.5)
and - if it exists - the final state

W = ¢W/tr(eW) (0.2.6)
can then be calculated for an arbitrary initial state W from the mapping ¢.

According to its definition (1.2.4), ¢ does not map the set of states K(H) into
itself, but rather into the set B(H){ of non-negative (and thus Hermitian) trace
class operators (or unnormalized” density operators) with tr(¢W) < 1. In view
of the additional physical information provided by Eq. (1.2.5), however, this is
an advantage rather than a disadvantage. The most important motivation for
the definition (1.2.4) is, however, that ¢ is convex-linear, i.e., satisfying

(;S(/\Wl + (1 — )\)WQ) = /\(le + (1 — )\)d)WQ (027)
for arbitrary Wy, Wy € K(H) and all real A with 0 < A < 1.

For the proof of (1.2.7), assume first that the transition probabilities tr(¢pW7)
and tr(¢Ws) are both non-vanishing. As already discussed in Section 1, an
ensemble of NV systems in the mixed state

W =AW + (1 = N\)W,
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may be prepared by applying AN = Nj times an instrument w; preparing the
state W7, and (1—A)N = N, times another instrument wy preparing Ws. (Since
(1.2.7) is trivially satisfied for A = 0 or 1, we also assume 0 < A < 1). Applying
the selective operation ¢ in this particular case then amounts to replacing the
preparing instruments wy and we by w; and ws, respectively, by adding to each
of them the effect apparatus f and the above selection prescription. The state
W= oW /tr(¢W) of the ensemble after the operation ¢ is thus some mixture,

W =AW, + (1 - AW,

of the states Wy = ¢Wy /tr(¢W1) and Wy = ¢Ws /tr(¢Ws) prepared by 1y and
w2, respectively.

The instrument wy prepares Ny systems, N1y = tr(¢W1)N; of them surviving
the selection procedure performed with the apparatus f, and thus leaving the
preparing instrument ;. Similarly, @y prepares Ny = tr(¢pWs)Na systems.
The final ensemble thus contains N = Nyt + Nay systems; so the transition
probability of the state change W — W is

tr(W) = Ny /N
Moreover, the weight factors in the mixed state W become

Nip _ tr(@Wi)Ny _ tr(¢Wh)

A= N,  tr(@W)N tr(¢W)A
e tr(6W)
R e L

This, finally, implies
OW = tr(¢pW) = tr(¢W) (AW + (1 — X))
M (W)W A+ (1 — N)tr(¢pWa)Wa
= AWy + (1 — N)oW,
ie., Eq.(1.2.7).
The same result is also obtained in the exceptional cases
tT((le) 75 0 , tT(d)WQ) =0

and
tr(¢Wr) = tr(¢Wsz) =0

As ¢Ws > 0 by definition, tr(¢Ws) = 1 implies ¢Wy = 0. In the first
case we therefore get Noy = 0, and thus A = 1 and tr(¢W) = Ny /N =
(N1/N)(N14+/N1) = Mr(¢W7), which implies (1.2.7) again.
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In the second case we have ¢W; = ¢Ws = 0 and - since Ny = 0, and thus
tr(¢W) =0 - also ¢W = 0, so that (1.2.7) holds trivially.

Before continuing with our investigation of the mathematical properties of the
mapping ¢, we shall illustrate the general discussion by a specific example. In
textbooks of quantum mechanics one usually finds some version of the ”wave
packet reduction formula”, or ”projection postulate”, which in the language
used here can be formulated as follows: If a decision effect E is measured
in an ensemble of N systems in state W, then the Ny = tr(EW)N systems
which have triggered the effect E are, after the measurement, in the new state
W = EWE/tr(EW).

Since in the case considered the transition probability is tr(EW), (1.2.4) leads
to
oW = EWE (0.2.8)

The corresponding non-selective operation is
W =EWE + (1 - E)YW(1 - E) (0.2.9)

Namely, the projection postulate applied to the effect 1 — F, describing the non-
occurrence of E, implies that, after the measurement, the N_ = tr((1—-E)W)N
systems which have not triggered the effect E are in the state W’ = (1-E)W(1-
E)/tr((1 — E)W). Therefore, if no selection is made, the state W = ¢W after
the F measurement is a mixture of W and W' with the weight factors tr(EW)

and tr((1 — E)W), respectively, and is thus given by (1.2.9).

It is commonly admitted that, in practice, there are also F measurements which
do not lead to the final states W or W given by (1.2.8) and (1.2.9). For this
reason, a measurement satisfying the projection postulate is sometimes called
an ”ideal measurement”. We shall indeed show that such "ideal measurements”
are only a very particular type of operations, and that actual measurements of
decision effects E are not very likely to be of this type. Besides this, to effects F'
which are not decision effects Egs. (1.2.8) and (1.2.9) would not be applicable
anyway. Nevertheless, the examples (1.2.8) and (1.2.9) should be kept in mind
as simple examples illustrating the general discussion, to which we now return.

By virtue of (1.2.7), the mapping ¢ : K(H) — B(H)] can be extended in
a unique way to a mapping - for simplicity also denoted by ¢ - of the grace
class B(H); into itself, which is complex-linear and positive. Le., the extended
mapping ¢ : B(H); — B(H); satisfies

¢(aT + bS) = apT + bpS (0.2.10)
for all T, S € B(H); and all complex numbers a and b; and

¢T >0 if T >0 (0.2.11)
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By (1.2.10) and (1.2.11) - or else by its explicit construction, cf. Eq. (1.2.18)
below - ¢ is also real, i.e.,
T = (¢T)" (0.2.12)

To see this, note that any Hermitian T is of the form T, — T with ¢4+ > 0.
By (1.2.11), the operators ¢Ty are > 0, and thus Hermitian, and by (1.2.10),
then, ¢T = ¢T4¢T_ is also Hermitian. A non-Hermitian 7" may be written as
T, + iT> with Hermitian 77 and 75, so that, again by (1.2.10),

T = o(Ty — iTo) = ¢Ty — igTe = (¢Th +i¢Tn)* = (¢T)*

Although the procedure of extending ¢ from K(H) to B(H); is quite standard,
we shall sketch it here for the reader’s convenience. It is done in three steps.

In a first step, the original mapping ¢ is extended to a mapping ¢ of the cone
B(H){ of "unnormalized” density operators into itself, which is also convex-
linear (or rather ”positive-linear”); i.e.,

6 (T+T) = ¢ T+ ¢, T (0.2.13)

and
oral =ap T (0.2.14)

for all T, 7" € B(H){ and all numbers a > 0. To achieve this, set ¢, T = 0 if
T =0, and
6. T =trT-(T/trT) (0.2.15)

if T # 0, the last expression being well-defined since T/tr T € K(H)if0#£T €
B(H){. From this, (1.2.14) follows trivially. Moreover, with 7,7’ € B(H){
(and neither of them equal to zero, since otherwise (1.2.13) holds trivially), we
get

_ T+T el T T T
at. tr(T+T")  tr(T+T)trT  tr(T+T)tr T’
=AW + (1 - \)W'

with V,(W = T/tr T and W = T'/tr T' € K(H) and 0 < A < 1, so that, by
(1.2.7) and (1.2.15),

b (T+T)=tr(T+T) ¢V =tr(T +T )Y NW + (1 — N)pW')
=trT -¢W +trT' - oW = ¢_T + ¢, T’
which proves (1.2.13).
In a second step, the mapping ¢ is extended to a real-linear mapping of the real
space B(H)? of Hermitian trace class operators into itself. If "= T* € B(H)",
we have T = T, — T_ with Ty € B(H); take, e.g., t+ = (|T| £ T)/2 with
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|T| = (T?)'/2. Such decompositions are not unique, however; e.g., with arbitrary
¢ > 0 we also have T = (1 + ¢)T} — (T- + ¢T'y). Nevertheless, ¢, defined by

T = 4Ty — o4 T- (0.2.16)

with any of these decompositions of T" is unique. For, if T =T, —-T_ =S5, +5_
with T4, 5+Si € B(H){, we have T\ +S_ =S, +T_ € B(H){ and thus, by
(1.2.13),

¢+ Ty +5-) =11 + 45— = 4 (S +T-) = o454+ + ¢4 T
or
4Ty — 1T = ¢4 51 — 945
There remains to prove real-linearity of ¢, i.e.,
or(aT) = ap, T , ¢ (T+T')=¢T+ T (0.2.17)
for all T,T" € B(H)} and all real a. We have aT = S, — S_ with
Sy =+alTy , S_=+als € B(H)!

the upper (lower) signs being valid if a § 0 (a j 0), and thus, with (1.2.14) and
(1.2.16),

¢r(aD)& = ¢S4 — ¢S = +ap T4 Fag Ty
a(¢4 Ty — ¢4 T-) = ag, T

Moreover, with the decomposition
T+T =Ty +T,)— (T-+1T")
we obtain from (1.2.13) and (1.2.16)
Or(T+T") = ¢4 (T4 + 1Y) — ¢4 (T- +T7)
=41y — 02 T- + 4T — 0. T, = . T + ¢, T’

Finally, ¢, is extended to a mapping ¢. of B(H); into itself by defining, with
the unique decomposition T' = T + iT» of T € B(H); into Hermitian T} and
T27

¢cT = o, Th + iy T (0.2.18)

With T7 = T{ + ¢T3, and using (1.2.17), we then get
¢(T+T') = ¢e(T1 + T{ +i(T2 + T3))
= ¢T(T1 + Tll) + i¢T(T2 + ZTQI)
= ¢, T1 + iy To + ¢TT1/ + Z.QSTTQ/
= ¢.T + ¢T' (0.2.19)
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Moreover, with real o and 3,
(a+1iB)T = (a1t — BT2) +i(aTy + BTY)
and thus, again by (1.2.17),

de((a+iB)T) = ¢r(aTy — BT2)idr (a1 + BT1)
= a¢,. Ty — o Ts + iag,Ts + i, Ty
= (a+iB)(¢rT1 + i, T2)
= (a +i8)b.T (0.2.20)

Egs. (1.2.19) and (1.2.20) are equivalent to (1.2.10), the complex-linearity of
e

If T =1T%*, (1.2.18) yields ¢.T = ¢,.T. Likewise, (1.2.16) implies ¢, T = ¢ T if
T € B(H){, and (1.2.15) implies ¢, T = ¢T if T € K(H). Thus ¢4, ¢, and ¢,

are really extensions of the original mapping ¢ = K(H) — B(H){.

Positivity of ¢. (Eq. (1.2.11)) follows immediately since ¢, reduces to ¢4 on
B(H){, and ¢, T > 0 by (1.2.15). As announced before (and already done
in (1.2.10) and (1.2.11)), we shall omit the suffix in ¢., thus identifying an
operation with the extended mapping ¢ : B(H); — B(H)1, from now on.

We shall now prove that the mapping ¢ is continuous with respect to the trace
norm:

16Tl < C|T|ly , with C= sup tr(¢W)<1 (0.2.21)
WeK(H)

We recall here the definition (1.1.9),
T\ =tr|T| , |T| = (T*T)"/?

and some properties of the trace norm || - ||;. (Compare [3], Ch. 1, and [4].)
Denoting by B(H) the algebra of all bounded operators on H and by || - || the
operator norm, we have

tr(XT)| < [ X7 ]lx

for arbitrary X € B(H), T € B(H);, and

1Ty = sup [tr(XT)
IX11=1

X[l = sup [tr(XT)[= sup [tr(XW)]
ITl=1 WEK (H)

The existence of

C= sup tr(eW)
WeK(H)
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as required in (1.2.21), as well as the statement C' < 1, follow immediately from
the physical interpretation of ¢r(¢W) as transition probability. (That tr(¢W)
is bounded from above, however, is already guaranteed by the positivity of ¢.
See, e.g., [3], ch. 2).

In order to prove (1.2.21), we start with the decomposition

T=T,-T =trTy Wy —trT_-W_ (0.2.22)
with

Ty =(T|£T)/2 , We=Ty/trT4

of an arbitrary Hermitian T € B(H);. (If, e.g., T = 0, take W, arbitrary.)
Then
T=T,+T. , |Th=tT,+trT_ (0.2.23)

and
T =trTy - Wi —trT_ - pW_
Therefore we get, for all T € B(H )%,
16Ty = sup [tr(X - ¢T)|
X)=1

< sup (tr Ty |tr(X - oW, )| +tr T_|tr(X - ¢W_)|)
1 X]I=1

<C(trTy +trT) = C|T| (0.2.24)
since
tr((X - oWy) < [ X|[|¢Wx |1 = tr(eW) < C

Denote by B(H)" the set of all bounded Hermitian operators on H, and consider
a fixed X € B(H)". Then

z(T) = tr(X - oT)
with T € B(H)% arbitrary, defines a real and real-linear functional on B(H)"?.
Moreover, by (1.2.24),
2(T)| = [tr(X - ¢T)| < | X|[[l6T |, < CIXIT ]

i.e., #(T) is continuous with respect to the trace norm. Therefore it is of the
form

(T) =tr(XT)
with a unique operator

X =¢'Xe B(H)"

Here we have made use of the fact that the real Banach space B(H)" (with the
norm | - ||) is the dual of the real Banach space B(H)? (with the norm || -
1), in the following sense: Every (real-)linear (real) functional z(T') on B(H)"

17



which is continuous with respect to the trace norm is of the form ¢r(X7T) with
a unique X € B(H)"; vice versa, tr(XT) with an arbitrary X € B(H)" defines
such a functional z(T") on B(H)?, and the norm

[zl = sup |z(T)
IT][1=1

of this functional coincides with||X|| (cf. [3], ch. 1).

Varying X in the above construction, we obtain a mapping ¢* : X — X of
B(H)" into itself. By definition,

tr(X - ¢T) = tr(¢*X - T) (0.2.25)

forall X € B(H)", T € B(H)". In this sense, ¢* is the adjoint of the mapping ¢
of B(H)? into itself. (Strictly speaking, we are dealing here with the restriction
&, of ¢ to B(H)?; thus ¢* would better be called ¢7). By (1.2.25), the mapping
¢* is real-linear, and can thus be extended in a unique way to a complex-linear
mapping of B(H) into itself, which for simplicity is also denoted by ¢**: For
any X = X; +iXo € B(H), with (unique) X; » € B(H)", define

P*X = ¢" X1 +ig" X
Complex-linearity then follows as above for the analogous extension ¢, of ¢,..

With this extension of ¢*, then, (1.2.25) becomes valid for arbitrary X € B(H)
and T € B(H); - or, in other words: the complex-linear mapping ¢* of the
complex Banach space B(H) is the adjoint of the complex-linear mapping ¢ (=
@) of the complex Banach space B(H);. (The complex Banach space B(H)
is the dual of the complex Banach space B(H); in the save sense as explained
above for the real Banach spaces B(H)" and B(H)" | cf. [3], Ch. 1, or [4].) The
extended validity of (1.2.25) follows easily by inserting arbitrary X = X;+iXs €
B(H); and T = Ty +iTy, € B(H); into tr(X - ¢T) and tr(¢ x X - T), and
comparing the resulting expressions; they are equal since, as is already known,
tr(X; - ¢T;) =tr(¢*X; - T;) for 4,5 =1,2.

The mapping ¢* is continuous with respect to the operator norm:

|¢"X|| = sup [tr(¢"X - W)|=sup |tr(X - oW|
WeK (H) w

<sup [ X||[[¢W][1 = [|[ X[ suptr(¢W) = C||X|| (0.2.26)
w w
Thus, finally,
l¢T|lx = sup |tr(¢*X -T)| = sup |tr(¢*X -T)|
I X]=1 IX||=1
< sup [|o"X|[[|T] < C|TIx
IXx=1
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which completes the proof of (1.2.21).
Like ¢, its adjoint ¢* is positive:
P*X>0if X>0 (0.2.27)
and - therefore, or by the explicit construction above - real:
O X* = (6" X)*
For if X > 0, we have
tr(¢*X - W) =tr(X -¢W) >0

for all W € K(H), which implies ¢*X > 0. (Take, e.g., W = I'|f) (f| with an
arbitrary unit vector f € H).

The mapping ¢+ also provides an explicit representation of the effect F' belonging
to the operation ¢ By (1.2.5) and (1.2.25), we have

WEW) =tr(oW) = tr(1- W) = tr(¢°1 - W)

for arbitrary W € K(H). We may thus represent the given effect F' by the
operator

F=¢*1 (0.2.28)

(for which, therefore, we use the same symbol), so that the probability function
u takes the form

W(F,W) = tr(FW)

as already mentioned (Eq. (1.1.16)). Since ¢* is real and positive, we have
F =F*>0,and tr(¢W) = tr(FW) < 1 for all W € K(H) implies F < 1, so
that F' indeed belongs to the set L(H) of operators introduced in Section 1 (Eq.
(1.1.15)).

Every effect which can be measured ”non-destructively” by some effect appara-
tus f, so that this apparatus can be used to perform a selective operation ¢, is
thus described by a unique operator F' € L(H) given by (1.2.28). As mentioned
before, it would not be unreasonable to assume that such f exist in every equiv-
alence class F'. This assumption is not even necessary, however, for proving that
an arbitrary effect can be represented by an operator F' € L(H), such that the
probability function p(F, W) takes the form tr(FW). To show this, consider
p(F,W) with an arbitrary but fixed effect F' as a function pr(W) on the set
K(H) of density operators W. The physical interpretation of Eq. (1.1.10) in
terms of state mixing implies that up is convex-linear,

pE(AWL + (1 = NWe) = Aup(Wh) + (1 = Npur(Wa)
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Therefore the extension procedure described above for the mapping ¢ may be
applied, in exactly the same way, to the function up, leading (first) to a real-
linear functional on B(H )" - also denoted by pr - which is positive:

pp(T) >0 if T>0 (0.2.29)

(The further extension of pp to a complex-linear positive functional on B(H )
is not needed here.) Since pup(W) < 1 for all W € K(H), we obtain, by using
(1.2.22) and (1.2.23) for an arbitrary T € B(H),

lup(T)| = [tr Ty - pp (W) = tr T - e (W-)|
<trTy - prWa) +trT - pp(W-)
S t’I’T+ +trl_ = ||TH1

i.e., the functional ur on B(H)} is trace norm continuous. Therefore it is indeed
of the form
e (T) = tr(FT)

with a unique F € B(H)%. Finally, (1.2.29) implies F' > 0, whereas F < 1
follows because tr(FW) = up(W) = p(F,W) <1 for all W.

Regardless of whether the effect operators F' are obtained in this way, or in
the form F = ¢*1 as described before, one never finds any conditions for these
operators which would go beyond the requirement FEL(H); in particular, they
can not be shown to be projection operators. This already indicates that the
whole set L(H) - rather than, e.g., the subset of projection operators - is the
"natural” set of effect operators F in quantum mechanics. More arguments
supporting this point of view will be presented later.

With G € L(H), (1.2.27) implies ¢*G > 0 and, as 1 -G > 0, also ¢*(1-G) > 0,
ie, ¢*G < ¢*1 = F < 1. Thus ¢* maps the set L(H) of effects into itself. The
effect ¢*G has a simple physical interpretation. Imagine that, starting with
an ensemble of N systems in some state W, one first performs the selective
operation ¢, corresponding to the effect F' = ¢*1, and measures some other
effect G afterwards. Let the effects F' and G be measured by effect apparatuses
f and g, respectively. We then ask: how often are both f and g triggered
successively by the same microsystem? Now, f is triggered first by N, =
tr(FW)N systems, which afterwards are in the new state W = ¢W/tr(FW).
Therefore, the required number of systems which also trigger the apparatus g is

Ny =tr(GW)Ny = tr(G - ¢W)N = tr(¢*G - W)N
Thus f and g occur successively in the state W with probability
w(f,g: W) = Ny /N =tr(¢°G - W) (0.2.30)

The effect apparatuses f and g may be considered as parts of a new, composite
effect apparatus h, defined to be triggered if both f and g are triggered succes-
sively. Then, according to (1.2.30), the operator describing the corresponding
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effect (the equivalence class of h) is H = ¢*G. Therefore the effect ¢*G de-
scribes the successive triggering of the effect apparatuses f and g. As we shall
see, different operations ¢ may correspond to the same effect F', which implies
that the effect ¢*G is not fixed by the effects F' and G alone, but also depends
on the particular operation ¢ applied - or, in other words, on the particular
effect apparatus f used to measure the effect F'.

The adjoint ¢* of every positive linear mapping ¢ of B(H); into itself is normal;
i.e., it has the following property (cf. [3], Ch. 2). Consider an increasing se-
quence (Xp4+1 > Xp; ie., Xpy1 — Xy, > 0) of Hermitian operators X,, € B(H),
n=12 .., with X, <Y =Y* € B(H) for all n. Such a sequence converges in
the ultraweak operator topology to a bounded Hermitian operator X <Y i.e.,
by definition of the ultraweak topology, tr(X,T) - tr(XT) for all T € B(H);

(cf., e.g., [3], Ch. 1). A mapping ¥ of B(H) into itself is called normal if, for
every such sequence X,,, VX, also converges ultraweakly to ¥.X.

To prove normality of ¢*, note that positivity of ¢* (Eq. (1.2.27)) implies

¢*Xn+1> ¢*X, and ¢*X,, < ¢*Y; therefore ¢* X, has an ultraweak limit X.
This implies, for all T € B(H )y,

tr(¢" X - T) — tr(XT)
whereas, on the other hand,
tr(« XnT) =tr(XnT)Etr(XT) =tr(x X —T)
since X,, — X ultraweakly. Thus tr(XT) = tr(¢*X - T) for all T, which indeed
implies Xn: o*X.

For physical reasons, the mappings ¢ and ¢* must have still another property,
called complete positivity and being somewhat stronger than ”ordinary” posi-
tivity as expressed by (2.11) and (2.27).

Consider a natural number n, an n—dimensional Hilbert space H,, and the
tensor product H ® H,, of the state space H, of the quantum mechanical system
considered, with H,,. Represent vectors g € H,, by column vectors,



and operators Y on H,, by n X n matrices,

Y = . e . = (aij)
anl I ¢ 777 )

with complex numbers ¢; and a;; as usual. Then vectors i € H ® H, may be
represented by column vectors with ”components” in H,

f=0) ., fieH

such that, e.g.,

(LQ) = Z(fiagi)

3

while operators X € B(H ® H,,) become n X n matrices with operator valued
”matrix elements”,

X:(Xl) s XijEB(H)

with almost obvious calculation rules like, e.g.,
Xf= ZXijf j
J

In particular, product vectors f ® g with f € H and g = (¢;) € H,, are repre-
sented by

f®g=(af)
while product operators X ® Y with X € B(H) and Y = (a;;) € B(H,) take

the form
X & Y = (ain)

An operator T on H ® H,, belongs to the trace class,
if and only if
Tij € B(H), forall i,j=1,2,....... N

i.e., if all "matrix elements” T;; are trace class operators. Any such I is thus
a finite linear combination of (at most n?) operators of the form T'® S with
T € B(H); and

trT =Y trT; (0.2.31)

S € B(H,)1 = B(H,). Its trace is given by Now consider an arbitrary (complex-
)linear mapping ¢ of B(H); into itself, and define a mapping ¢,, of B(H ® H,)1
into itself - which is also linear - by

on T = (Tij) = ¢nL = (¢T35) (0.2.32)
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Then the original mapping ¢ is called n—positive if ¢,, is positive; i.e., if
oL >0 for T >0

and ¢ is called completely positive if it is n—positive for all n. Similarly, a linear
mapping ¥ of B(H) into itself yields linear mappings

of B(H® H,,) into itself, for any natural number n. Again ¥ is called n—positive
if ¥,,Yu is positive, and W is called completely positive if it is n—positive for all
n [6].

If U : B(H) — B(H) is n—positive, it is also m—positive for all m < n. To
show this, consider operatorsX € B(H ® H,,) of the particular form

- (5f)

with arbitrary mXxm operator matrices Y, representing operators on B(H®H,,),
and zeroes everywhere else. Then. X > 0 if and only if Y > 0; moreover, we

have
v,Y |0
v, X = < 0 0 )

Thus Y > 0 impliesX > 0, so that, if ¥ is n—positive, ¥,,X > 0, and thus
U,.Y > 0; ie., ¥ is also m—positive. An analogous argument - now involving
operator matrices with ”matrix elements” from B(H); - applies to mappings ¢
of B(H); into itself.

Since ”"ordinary” positivity is the same as 1—positivity, n—positivity with n >
1 and, more so, complete positivity, are stronger requirements. A physically
relevant example of a positive but not completely positive mapping will be
discussed in Section 3.

A mapping ¢ : B(H); — B(H); is n—positive if and only if the adjoint mapping
¢* : B(H) — B(H) is n—positive. We show this by first proving that the
mapping (¢*),, defined by (1.2.33) - with ¢* for ¥ - is the adjoint of the mapping
¢ defined by (1.2.32); i.e.,

(¢ )n = (¢0)" (0.2.34)
By definition of the adjoint (see Eq. (1.2.25)), (1.2.34) means
tr(X - $uT) = tr((¢")nX - T) (0.2.35)

for arbitraryX = (X;; € B(H ® H,) and T = (T};) € B(H ® H,),. But since,
according to "matrix calculus” and Egs. (1.2.32) and (1.2.33), X - ¢,,I and
(¢*)nX - T have the matrix representations

X ¢TI = <ZXW¢TM> ()X T = (ZWXWTM)
k k
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Egs. (1.2.31) and (1.2.25) indeed lead to (1.2.35):
tr(X - onT) = tr(Xik - 6Tks)
ik

=" tr (@ Xag, - Tha) = tr((¢*)nX - T)
ik

According to (1.2.31), we may simply write ¢ for (¢*), or (¢n)*.

Now let ¢,, be positive. Then ¢, W > 0 for all W € K(H ® H,,); therefore, with
(1.2.35), X > 0 implies

tr(¢pX - W) =tr(X- ¢ W) 20

for all W, which in turn implies ¢; X > 0, i.e., positivity of ¢};. Vice versa, let
@F be positive. Then ¢ W > 0 and thus, again by (1.2.35),

tr(W - ¢, 1) = tr(¢p, W -T) >0

forall W € K(H® H,) if T € B(H® Hy)1, T > 0. Therefore ¢,T > 0; i.e.,
¢n is positive. This proves the above conjecture. As already mentioned, there
are physical reasons for postulating that every operation ¢ - or, equivalently,
its adjoint ¢* - has to be completely positive As is well known (and as will be
elaborated here in some more detail in Section 4), the Hilbert space H ® H,, can
be considered as the state space of a composite system I + I, consisting of the
system I considered up to now, with state space H, and another microsystem
1T with state space H,,. (Since H,, is n—dimensional, system I is usually called
an n—level system). The mappings ¢,, considered above then acquire a simple
physical interpretation.

Assume that there is no interaction between systems I and 1. An ensemble of
N composite systems then consists of NV pairs of non-interacting systems I and
I1. Tts state is described by some density operator W on H ® H,,. Now apply
to system I of each pair the selective operation described by the mapping ¢,
while leaving system IT unaffected; or, in other words: let system I of each pair
interact with a suitable effect apparatus f (which is supposed not to interact
with system IT), and select those pairs I 4+ II for which the apparatus f is
triggered. This procedure clearly defines an operation ¢ on K(H ® H,,), which
can be extended to a positive linear mapping of B(H éHn)l into itself.

In particular, density operators W of the foorm W = W @ V with W € K(H)
and V € K(H,) describe uncorrelated states of the composite system, which
may be prepared by using separate preparing instruments w for system I and v
for system II, and combining the single systems I and I into pairs afterwards.
(See also Section 4.) For such. states we must have

W RV)=9W RV
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by the definition of the operation ¢. On the other hand, since W @ V' with
V' = (v;;) has the matrix representation (v;;1¥), an analogous relation,

d’n(W@V) =WV
follows from (1.2.32) for the mapping ¢,,. Thus
(W RV)=9(WaV)

for all W € K(H) and all V € K(H,). Since both ¢, and ¢ are linear, the
last equality can be extended, by linearity, first to all operators W ® S with
S € B(H,,), then to all T ® S with arbitrary T € B(H)1, and finally to all
T € B(H® Hyp);. Thus ¢, = ¢; but the latter, as an operation, has to be
positive. Therefore ¢ must be n—positive; and n was arbitrary.

Actually the preceding argument could be applied as well with an infinite-
dimensional (separable) Hilbert space H in place of H,, as describing an ”or-

dinary”, rather than an n—level system II. This would lead us to postulate a
positivity property for ¢ which appears to be somewhat stronger than complete
positivity. We shall prove in Section 3, however, that this apparently stronger
property is already implied by complete positivity.

The effect apparatus f used for the operation ¢ may also be used to perform
another selective operation ¢’, called complementary to ¢. Namely, instead of
selecting, after their introduction with f, those systems which have triggered
the apparatus f, we may as well select the systems which have not triggered f.
By interchanging ”yes” and "no” in the verbal interpretation of the response of
the effect apparatus f, we get another effect apparatus f’, which is triggered if
f is not triggered, and vice versa. The corresponding effect operators F' and F’
are related by

F+F =1 (0.2.36)

since the occurrence of either ' or F’ is certain by definition, and therefore
tr(EW) +tr(F'W) = tr(F+ F"YW) =1 = tr(W)

for all W € K(H). (F € L(H) clearly implies F' € L(H)). The effect
F"” =1 — F describing, in this sense, the non-occurrence of F, is also called
complementary to F' - or, briefly, "not F”. By definition, ¢ and F are also
complementary to ¢’ and F’, respectively:

(@) =¢ , (F)=F

complementarity is thus a symmetric relation. Since the operation ¢’ is per-
formed by selecting according to the occurrence of F’, two operations ¢ and ¢’
complementary to each other are characterized by the complementarity (1.2.36)
of the corresponding effects F' = ¢*1 and F’ = ¢'*1 or, equivalently, by

tr(eW) +tr(¢’W) =1 forall W € K(H) (0.2.37)
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Whereas, by (1.2.36), an effect F has exactly one complementary effect F’, there
are in general many different operations ¢’ complementary to a given operation
¢, since (1.2.37) with given ¢ does not uniquely determine ¢'. Both ¢ and ¢’
thus depend on the particular apparatus f used to measure the effect F', rather
than on F' only.

Finally, as already mentioned at the beginning of this section, the effect appa-
ratus f may also be used to perform a non-selective operation. In this case, no
selection with respect to the response of the apparatus f is made - or, equiva-
lently, the two (by definition disjoint) subensembles of systems produced by the
complementary’ operations ¢ and ¢’ are mixed afterwards. Thereby an ensem-
ble of N systems in an initial state W is transformed into another ensemble,
consisting again of N systems, of which Ny = ¢r(¢W) - N are in the state
W = ¢W/tr(¢W), whereas the remaining N_ = tr(¢/W)- N systems are in the
state W’ = ¢/W/tr(¢/W), according to the physical meaning of ¢ (Eqs. (1.2.5),
(1.2.6)) and ¢'. The final state W resulting from the non-selective operation is
thus a mixture of the states W and W’ with the weights N, /N = tr(¢W) and
N_/N = tr(¢/W), respectively; i.e.,

W = tr(¢W)W + tr(¢ W)W’ = oW + ¢/ W

Therefore the mapping ¢ : K(H) — K(H) describing the non-selective opera-
tion (Eq. (1.2.1)) is simply given by

d=¢+¢ W =W =¢W +¢W (0.2.38)

(Since ¢ and ¢’ are positive, we have W > 0, while (1.2.37) implies tr W = 1.
Thus ¢ indeed maps K (H) into itself.) Like ¢ and ¢’, 6 may also be extended
to a mapping of B(H); into itself. As is obvious from (1.2.38), this extension
is given by ~

b=¢+¢ T —T=¢T+¢T (0.2.39)

for arbitrary T € B(H);.

Since the adjoint ¢* of ¢ is ¢*+¢'*, the "effect” corresponding to the nonselective
operation F is o
F=¢"1=¢"1+¢" 1 =F+F =1 (0.2.40)

This is also obvious from (and equivalent to)
tr(FW) = tr(¢W) =1 forall W € K(H)

which expresses the fact that the transition probability is identically one, and
is thus characteristic of a non-selective operation. The ”effect” F' = 1 describes
the trivial ”yes-no measurement” which always gives the result "yes”. An effect
apparatus f measuring this effect thus simply counts the systems in any given
ensemble. As non-selective operations can thus be considered formally as very
particular ”selective” ones - the "selection” being made with respect to the triv-

ial effect F' = 1 - they need no separate mathematical treatment.
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These considerations are illustrated by the example of ”ideal measurements”
(Egs. (1.2.8) and (1.2.9)). In this case, the operation ¢’ complementary to ¢ is
given by ¢'W = E'WE'.

Summarizing the main content of this section, we may state that every opera-
tion has to be described mathematically by a completely positive complex-linear
mapping ¢ of B(H); into itself, which satisfies tr(¢W) <1 for all W € K(H).
In the absence of any additional selection criteria for ” physically realizable” op-
erations, we shall assume in the following that also, vice versa, every mapping
¢ with these properties describes an operation. Instead of defending this as-
sumption by more or less sophisticated arguments, we only remind the reader
that similar assumptions are quite usual in quantum mechanics. For instance,
one almost always assumes that every projection operator E on H describes
a yes-no measurement which could be performed, at least ”in principle”, by a
”suitable” apparatus, even if nobody knows - except in a few particular cases
corresponding, e.g., to position measurements - what such an apparatus would
look like in practice.

0.3 The First Representation Theorem

An arbitrary effect can be represented, as shown in the preceding Section 2, by
an operator F' on the state space H of the system considered. We shall now
derive a corresponding explicit representation of an arbitrary operation ¢ in
terms of operators on H. This representation is provided by

Theorem 1 (First Representation Theorem):

For an arbitrary operation ¢, there exist operators Ay, k € K (a finite or
countably infinite index set) on the state space H, satisfying

Z Aj A, <1 for all finite subsets Ky < K (0.3.1)
keKo

such that, with arbitrary T' € B(H); and X € B(H), the mappings ¢ and ¢*
are given by

¢T = > AT A; (0.3.2)
keK
and
"X =) A XA, (0.3.3)
keK

respectively. In particular, the effect F' corresponding to ¢ is given by

F=¢"1=Y AiA; (0.3.4)

keK
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If the index set K is infinite, (1.3.1) implies that - independently of the ordering
of K - the infinite sum in (1.3.2) converges in the trace norm topology, while
the infinite sums in (1.3.3) and (1.3.4) converge ultraweakly, thus defining the
precise meaning of these equations.

Vice versa, given any countably or even uncountably infinite set of operators
Ay on H, k € K, satisfying condition (1.3.1), then (1.3.2) defines an operation
¢, whose adjoint ¢* and corresponding effect F' are given by (1.3.3) and (1.3.4),
respectively.

Proof: We first discuss some of the more technical details. First, (1.3.1) implies
that Ay can be different from zero for at most countably many indices k € K;
therefore, if in the second part of the theorem an uncountably infinite K occurs,
it may be replaced by an at most countably infinite subset, since operators Ay =
0 do not contribute in Eqgs. (1.3.2) to (1.3.4). To prove the above statement,
consider a countable dense set of vectors f; € H, ¢ = 1,2, .... Keeping i fixed,
and choosing an arbitrary natural number n, (1.3.1) implies that

(fi, AL AR Si) = | AR fill> > 1/n

may be true for finitely many indices k£ only. Therefore the subset K; C K
defined by

[|Arfill #0 if k€ K; (0.3.5)
is at most countably infinite. The same then is true for the union U;K;. By
(1.3.5), Agfi =0 for all 7 if k ¢ U, K;. But (1.3.1) also implies A} Ay, < 1, and
thus ||Ag|| <1, for all k. Therefore all Ay, are bounded, and thus Ay = 0 for all
k ¢ U;K;, by continuity.

Assume therefore, in the following, that K is countably infinite, and can thus
be identified, after a suitable ordering, with the set of natural numbers: K =
{1,2,...}. The somewhat simpler case of a finite set K = [1,..., N] need not
be treated separately, since we may formally enlarge K by setting Ax = 0 for
E>N.

Consider the operators

Fo= ) ApAy

" k<n

Since Aj Ay > 0, these operators are non-negative and increasing with n, and
satisfy F,, < 1 for all n by (1.3.1). Therefore they converge ultraweakly, for

n — 00, to an operator
F =Y AjA;
n

which defines the meaning of the infinite sum in (1.3.4) - with 0 < F < 1;
i.e., F € L(H). More generally, take an arbitrary X > 0 from B(H), so that
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0 <X < | X||-1. Since A} XA, >0 and A5 (]| X -1 — X)A, > 0 for all k, the
operators
X, = X
"z ZAkXAk
k<n
increase with n, and satisfy 0 < X, <|X||-F, <|X]| - F for all n. Thus the
sequence X,, n = 1,2, ... also converges ultraweakly to some operator

X =) A;XA,>0

Since X, depends linearly on X, and any X € B(H) is a linear combination of
at most four non-negative operators, X,, converges ultraweakly, thus giving a
meaning to Eq. (1.3.3), for an arbitrary X € B(H). Moreover, these ultraweak
limits defining the right hand sides of (1.3.3) and (1.3.4) do not depend on
the particular ordering of the index set K. For suppose K = {1,2,...} to be
reordered as, e.g., K = [k1, k2, ...]. An arbitrary X > 0 now leads to a sequence
of operators
X > A XAy,

i<n

which, as above, converges ultraweakly to an operator X. Since {k1,kz2,..} isa
reordering of {1, 2, ...}, there are suitable numbers m and m/’ for each n, such that
X, <X, <X and X, <X, <X. Thereforealsz<XandX<X which
implies X =X. By linearity, the same holds true for an arbitrary X € B(H),
which proves the order independence of the right hand side of (1.3.3), of which
(1.3.4) is merely a particular case.

Since the trace class B(H); is a two-sided ideal in B(H) (cf. [3], Ch. 1, or
[4]), so that XT € B(H); and TX € B(H); for arbitrary T € B(H); and
X € B(H), we have

- . N

T, = ;; ARTA; € B(H){

for all T € B(H)]. (Note that, obviously, AyT A} > 0 if T > 0.) Now we have

T — Tall = Z AT A :tr< > A,J’A;)
k=n+1 k=n+1
= r( > AkA,’;T> = tr(F,,T) — tr(F,T)
k=n+1

due to the cylic interchangeability of operators under the trace, whereas, on the
other hand,
tr(F,T) — tr(FT)
n

by the ultraweak convergence F,, — F . Therefore the operators T, form a
n

Cauchy sequence with respect to the trace norm, so that there exists a T €
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B(H); with || T,, — T|| — 0, which gives a meaning to the right hand side of Eq.
(1.3.2):
T= zk: ART AL

Since trace norm convergence implies convergence in the operator norm (uni-
form) topology, and therefore also in the ultraweak topology, T is also the ultra-
weak limit of the operators T,, which, moreover, are non-negative and increasing
with n. This yields T > 0 and the independence of T on the order of summation,
as above. As arbitrary trace class operators are linear combinations of nonneg-
ative ones, the right hand side of (1.3.2) exists, and is order-independent, for
arbitrary T' € B(H); also. Infinite sums of the type (1.3.2), (1.3.3) and (1.3.4)
shall be understood, from now on, to represent limits of finite sums in the ap-
propriate operator topologies.

We are now ready to prove the second part of Theorem 1. Assume operators
Ay, k € K satisfying (1.3.1) to be given. Then the mappings ¢ and ¢* given by
(1.3.2) and (1.3.3) are well-defined and positive, as just proved; obviously, they
are also linear. It remains to show that ¢* is the adjoint of ¢, and that ¢ is
completely positive.

For arbitrary X € B(H) and T € B(H)1, we have

tr(X-To)=tr | XY ATA;
k<n

S AIXAL-T | =tr(X,-T)
k<n
Since
tr(XT,) —tr(XT) = tr(X (T, = T))
< XN T —ThatT |y — 0

tr(XT,) converges to tr(XT) = tr(X - ¢T) whereas, since
X, > X =¢X

ultraweakly, tr(X,T) converges to tr(¢*X - T). Thus ¢* is indeed the adjoint
of ¢.

To prove complete positivity, consider an arbitrary finite-dimensional or sepa-
rable Hilbert space H, and define a mapping ¢ of B(H ® H); into itself by

O =Y (A @ DI(A ® 1)° (0.3.6)

keK
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for arbitrary T € B(H ® H);. Since

Y (Aol (Arel) = (Z A;zAk) 1<l

ke Ko keKg

for any finite subset Ky C K (with 1 denoting the unit operator on H® H), ¢ is
a mapping of the form (1.3.2) with the operators Ay replaced by Ay ® 1, which

also satisfy a condition of the form (1.3.1). Therefore ¢ is well-defined, linear,
and positive. If, in particular, T = T ® S with T € B(H); and S € B(H);,

(1.3.6) yields
AT ®8)=> (A 1)(T®S) (A 1)*

kEK
= (Z AkTA,’;> ®S=¢T®S
keK
Taking for H an n—dimensional Hilbert space H,,, the last equation means that

¢ coincides on operators of the form ®S5 - and therefore, by linearity, on the
whole space B(H ® H,); - with the mapping ¢, introduced in Section 2 to
define n—positivity of ¢. Since ¢ = ¢, is positive, ¢ is n—positive, and thus
completely positive, since n was arbitrary.

Actually the above reasoning proves even more. First, since ¢ is again of the
form (1.3.2), it is also completely positive. Therefore the mappings ¢,, intro-
duced in Section 2 share this property, and can indeed be interpreted physically
as operations. Second, since H may also be infinite-dimensional, mappings ¢ of

the form (1.3.2) have a positivity property which at first sight looks somewhat
stronger than complete positivity. As was already mentioned in Section 2, one
might have been tempted to include this positivity property in the very defini-
tion of an operation ¢ by postulating the existence of positive linear mappings
¢ of B(H ® H);, which satisfy

W W) = oW @ W (0.3.7)

for uncorrelated states W ® W, for all finite- or infinite-dimensional Hilbert

spaces H. The effects F = ¢"1 corresponding to ¢ satisfy

tr(EW @ W)) =tr(¢g(W @ W)) = tr(¢W @ W)

=tr(¢W) =tr(FW)=tr(Fo 1)(W W)

which implies - for details see Section 4 -

F=F®1 (0.3.8)
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The same follows from the explicit form (1.3.6) of ¢, which yields

F=¢"1=) (4@ (A4el)= (ZAkAk> ®1=F®l

keK keK

in analogy to (1.3.4).) Since any finite-dimensional H,, is contained in a given
infinite-dimensional H, and thus B(H ® H,); is embedded in B(H ® H); (as

explained in more detail in Section 2 for the case of finite dimensions of both
H, and H, it would also have been sufficient to postulate (1.3.7) for infinite-

dimenisonal H only. However, the proof we are about the give of the first part

of Theorem 1 demonstrates that complete positivity of ¢ is already sufficient to
derive Eq. (1.3.2) for ¢, which then, as has just been proved, also implies the
stronger positivity property. Moreover, in contrast to the latter, complete posi-
tivity has already been studied by mathematicians, and is now also a standard
postulate for operations and related state maps in the physical literature (cf.,
.g.. [7], [3], Ch. 9, [8] and [9];.

The basic ingredient for the proof of the remaining part of Theorem 1 is

Stinespring’s Theorem: A complex-linear mapping ¥ of a concrete C*—algebra
B C B(H) into B(H) is completely positive if and only if it is of the form

U:XeB—-UX=A"r(X)A

with a representation 7 of B on a Hilbert space H, and a bounded operator A
mapping H into H.

Rather than proving this here (for proofs, see the original paper [6] or [3],
Ch. 9), we shall only explain the basic notions. A concrete C*—algebra B
is a C*—algebra of operators on a Hilbert space H, i.e., a subset of B(H)
which is closed under multiplication, Hermitian conjugation, and complex linear
combination of operators, as well as with respect to the uniform (operator norm)
topology, and which contains the unit operator 1. In particular, B(H) itself is
a concrete C*—algebra. A representation 7 of B on a Hilbert space H is a
complex-linear mapping

7:X €B - 7n(X) e B(H)

of B into B (ET ) which preserves operator products and satisfies 7(X*) = (7 (X))~
and 7(1) = 1 (the unit operator on H). (The image 7(B) C B(H) of B under
7 is then also a concrete C*—algebra).

We shall, moreover, also use the following lemmas:

Lemma 1: Let 7 be a representation of B(H) on a Hilbert space H. Then there
are mutually orthogonal subspaces Hy, C H, k € K (a finite - sometimes even

32



empty - or countably or uncountably infinite index set), which, together with the

orthogonal complement Hj in H of the direct sum @ Hj, of these subspaces
k€K

Hj,, are invariant under the operators w(X) for all X € B(H). All subspacesH},
can be identified with H in such a way that m(X), when restricted to any such
Hy, = H, acts like the identical representation; i.e., 7(X) = X on Hj. The
restriction 7y(X) of 7(X) to Hy satisfies mo(E) = 0 for all finite-dimensional
projection operators E. In other words, the orthogonal decomposition

ﬁ:HO@(@Hk> ., H.=H
ke K
of H induces the reduction
7T_7T0@<EB7Tk> , m(X)=X
keK

of the representation 7 The subrepresentation 7y is absent if Hy consists of the
zero vector only. (Technically speaking, mg is a representation of the quotient
algebra B(H)/C(H) of B(H) with respect to the norm-closed two-sided ideal
C(H) of all compact operators on H). For a proof see, e.g., [10]. (Compare also
[3], Ch. 9).

Lemma 2: Let H; be a separable Hilbert space, and A a bounded linear
operator from H; into a Hilbert space Hy which need not be separable. Then
T € B(Hy); implies ATA* € B(H3)1, and

tro(X - ATA*) = tr (A" XA - T)

for all X € B(Hz). (Here the traces in Hy and Hj are distinguished, for clarity,
by corresponding suffices. If H; = Hs, Lemma 2 reduces to well-known facts).

Proof of Lemma 2: Since A is bounded, it maps a dense set of vectors in
H, into a set of vectors in Hy which is dense in the range AH; of A. As Hy is
separable, it thus follows that AH; is contained in a separable subspace H) of
H,; i.e., A = FE>A with the projection operator Fy onto Hj. The adjoint A* of
A - a bounded operator from Hs into Hy defined by (f1, A*f2) = (Af1, f2) for
arbitrary f; € Hy and fy € Hs - then satisfies A* = A*Es.

Since both H; and H) are separable, there is an isometric operator U : H; — Hs
with range UH; = H};i.e., U*U = 1; (the unit operator on Hy), and UUx = FEs.
Both U*A and A*U, then, are bounded operators on Hj, so that T' € B(H1),
implies U*AT A*U € B(Hy);. Since U maps H; isomorphically into H} , the
last relation implies that U(U*ATA*U)U* = E3ATA*E; = AT A* is a trace
class operator on H). Being zero, moreover, on the orthogonal complement of
H/, this operator indeed belongs to B(H3);.

With X € B(H,) arbitrary, then, X - AT A* also belongs to B(Hz);. Since
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this operator, too, is zero on the orthogonal complement of HJ, its trace can
be evaluated with an orthogonal basis {fi} of the subspace Hj of Hy. We then
obtain

tro(X - ATA*) =Y (5, XAT A f3) = (UU" 3, XATA*UU" f})

7 7

=> (U f5, U XATA*U(U* f3)) = tr1(U* X ATA*U)

because UU* fi = Exfi = fi, and {U* fi} is an orthogonal basis in H;. Both
U*X A and A*U belong to B(H;). Therefore U*X AT belongs to B(H;)1, and
may be interchanged with A*U under the trace, which finally leads to

tri(A*UU* X AT) = tr1 (A" E; X AT) = tri(A* XA - T)
q.e.d.

After these preparations, we can now also prove the first part of Theorem 1.
For this it suffices to show that ¢* is of the form (1.3.3), with suitable operators
Ai(k € K) satisfying (1.3.1), since this immediately implies Eq. (1.3.2) for
¢. Indeed, once the representation (1.3.3) for ¢* is proved, we know from the
previous discussion that ¢*, besides being the adjoint of the operation ¢, is also
the adjoint of the mapping defined by Eq. (1.3.2). By the definition (1.2.25) of
the adjoint, however, two mappings of B(H); into itself with the same adjoint
must be identical.

The mapping ¢* satisfies the assumption of Stinespring’s Theorem with B =
B(H). Thus, for all X € B(H),

"X = A*n(X)A (0.3.9)

with a bounded operator A. : H — H and a representation 7 of B(H) on H.
According to Lemma 1, 7 is reduced by a direct sum decomposition of H into
subspaces Hy and Hy, k € K. Denote by Ey and Ej, the projection operators on
H onto these subspaces Hy and Hj, respectively, and introduce the operators

Ay=EyA , A, =FEA (kcK) (0.3.10)
mapping H into H , whose adjoints, mapping H into H , are given by
A =A"Ey, , A;=A*Ey (0.3.11)

with the adjoint A* : H — H of A. Since the ranges of Ay and Ay are
contained in Hy and Hy = H, respectively, the operators (1.3.10) may as well
be reinterpreted as mapping H into Hy or H, respectively. If interpreted in this
way, we denote them by Ay and Ay, respectively. Then we obtain

Ay =Aln, . Ap=Alg, (0.3.12)
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i.e., A and A} are the restrictions of A* to Hy and Hj, respectively. Indeed,
A} as given by (1.3.12) satisfies

(A fo. f) = (A™ fo, ) = (fo. Af) = (Eofo, Af)
= (fo, EoAf) = (fo, Aof) = (fo, Aof)

for all fo € Hp and f € H, and an analogous relation follows for A;. (Remember
that (A*g, f) = (g, Af) for arbitrary g € H and f € H).

Denoting by Ko an arbitrary finite subset of the index set K, we define a
corresponding projection operator on H by

Eg,= Y Ex

keKo

Since

EK SiZﬂ'(l)

0

we get with (1.3.9)
A"Eg, A<A"A=¢"1=F<1
On the other hand, we have

A'B, A=Y A'E A=Y AjA = > ApA,

keKo keKy keKy

as follows immediately from the above definitions of Ay, and Aj,. Therefore the
operators Ay on H defined above satisfy the condition (1.3.1) of the theorem.

But then, as has been shown before, the index set K' defined by Ay, # 0iff k € K’
is at most countably infinite. By definition, Ay = 0 implies Ay = ExA = 0.

Therefore, with
E'=Ey+ Y Ey=1-)Y E
kEK’ k¢K'

we have

I-ENVA=) EA=> A=0

keK'’ keK'

ie., A= F'A. In (1.3.9) we may thus replace A by

E’A:H—)E’Hiﬁ’
and A* by (E'A)* = A*E' : H — H, so that only the subrepresentation of
7|z, of m, acting as

@ ( ® m) , m(X)
ke K’

X (0.3.13)
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on

H/:Ho@( &) Hk) , Hy,=H
ke K’

actually enters Eq. (1.3.9), whereas the orthogonal complement of H' may be
completely ignored. Or, in other words: the index set K occurring in Lemma 1
may be identified with K’, and thus assumed to be at most countably infinite,
without loss of generality.

Considering first the case of an infinite index set K, we may thus simply take
K ={1,2,...}. Define projection operators

Eqmy = Eo+ Z Ey
k<n

Then, using the definition of the operators Ay and A and the decomposition
(1.3.13) of m, we obtain

A"E)m(X)EmA = Agmo(X) Ao + Z AL X Ay (0.3.14)
k<n

for an arbitrary X € B(H). As has already been proved, the last term on the
right hand side converges ultraweakly to

> A XAy
k

for n — oo, since condition (1.3.1) is satisfied. We want to show now that for
n — oo the left hand side of (1.3.14) converges ultraweakly to A*7(X)A = ¢+ X.

By definition, £,y commutes with 7(X) for arbitrary X € B(H) and all n. This
implies

Emym(X)Eq) = Egyn(X) = 7(X) ultraweakly (0.3.15)
since E(,) — 1 ultraweakly. (The last statement being equivalent to
t?"(E(n)T) — t?"T

for arbitrary T' € B(H);, immediately follows from the definition of the trace).
Applying Lemma 2 with Hy = H, Hy = H, A = A, an arbitrary T € B(H)y,

and E,m(X)E) € B(H) in place of X, we obtain
trg(A*E)m(X)AT) = trg(Egym(X)Eq,) A TA)
By (1.3.15), the right hand side converges for n — oo to
tra(m(X)ATA") =trz(A™n(X)AT)
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the last equality following again from Lemma 2, now with n(X) for X. As
T € B(H); was arbitrary, this shows that

A'Epym(X)A = A*n(X)A ultraweakly (0.3.16)
as announced above. Taking thus the ultraweak limit of Eq. (1.3.14), we obtain

¢*X = A'n(X)A = Ajmo(X)ag + > ArX Ay (0.3.17)
keK

If K is finite, the argument leading to (1.3.14) yields (1.3.17) directly.

The second summand on the right hand side of (1.3.17) is already of the form
(1.3.3). Therefore, being the adjoint of a corresponding mapping of B(H); into
itself as given by (1.3.2), this term defines a normal mapping of B(H) into itself.
But ¢*, as the adjoint of the operation ¢, is also normal; thus the same must
be true for the mapping

(150 X = AS?TQ(X)CLQ

But this implies ¢ X = 0 for all X € B(H): First, every projection operator
is the (ultraweak) upper limit of finite-dimensional projection operators E,,; but
7o(Ey,) = 0 by Lemma 1, and thus ¢gF = 0. Second, by exploiting the spectral
theorem, every Hermitian X € B(H) may be represented as an upper limit of
operators X, which are finite linear combinations of projection operators. This
implies ¢9X = 0 for Hermitian X and thus, by linearity, for all X. Therefore,
finally, Eq. (1.3.17) reduces to

X = A XAy

keK

which is the required representation (1.3.3), and Theorem 1 is proved.

A slight but useful generalization of Theorem 1 is immediately obvious. Con-
sider, together with ¢, an operation ¢’ complementary to ¢, and the correspond-
ing non-selective operation q~5 = ¢+ ¢’ Since ¢’ is also an operation, there exists
another finite or countably infinite set of operators A}, k € K’, so that obvious
analogs of Egs. (1.3.1) to (1.3.4) hold true. Moreover, the condition F'+ F' =1

implies
DA A+ Y ARAL =1
keEK kEK'

A simplified notation is obtained by choosing the index sets K and K’ to be
disjoint, with KUK’ = {1,..., N}or{1,2,...}. This allows us to drop the primes
on the operators Ay with k € K’, and we arrive at

Theorem 1’: Given any two complementary operations ¢ and ¢’, there exists
an index set J = {1,..., N} or{1,2, ...}, operators A, k € J, with

> ArAL=1 (0.3.18)

keJ
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and two complementary subsets K and K’ of J, such that, for all T € B(H);
and X € B(H),

¢T = > ATA; , ¢'X =) AXA (0.3.19)
keK keK
and
¢T =Y ATA; , ¢"X =) AXA (0.3.20)
keK’ keK’

The corresponding non-selective operation q~5 = ¢ + ¢’ is thus given by

OT =D ATA; , ") A XA (0.3.21)

kelJ keJ

Vice versa, given arbitrary index sets J, K, and K’ as above, and operators Ay,
k € J satisfying (1.3.18), then ¢ and ¢’ as defined by (1.3.19) and (1.3.20) are
operations complementary to each other.

The operators Ay, describing a given operation ¢ according to Theorem 1 (or two
complementary operations ¢ and ¢, according to Theorem 1’) are not uniquely
determined. To illustrate this, assume ¢ is already given in the form (1.3.2)
with operators Ay, k € K. Choose another index set L, of cardinality not less
than that of K, and an "L x K” matrix U with matrix elements wu;, [ € L,
k € K, which satisfies U*U = 1 (the ” K x K” unit matrix) or, more explicitly,

Zu?‘kulk/ = Opp forall k, k' € K
leL

(The above assumption about the cardinalities of K and L guarantees the exis-
tence of such matrices U). Replace the operators Ay by new operators

Bl:ZulkAk R lel
keK
Then these operators also satisfy a condition of the form (1.3.1), because
> BiBi=> kK €K, € LujAju— Ik Ay
=
=Y AA,=F<1

keK

Moreover, a similar calculation yields

ZBZTBZ* = Z AT A = ¢T

lelL keK

for arbitrary T' € B(H)1l. Therefore the given operation ¢ may as well be de-
scribed by the new set of operators By, | € L, which in general is quite different
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from the original set of operators A, k € K.

(To become completely rigorous, the above argument would require additional
convergence considerations if either L or both K and L are infinite sets. How-
ever, in order to illustrate the non-uniqueness of the representation (1.3.2), it is
sufficient to consider finite index sets only, or - if K is infinite - to choose the
above matrix U such that it actually modifies finitely many of the operators Ay
only.)

Some conclusions of more physical nature can also be drawn immediately from
Theorem 1. First, this theorem strongly supports the point of view that not
only projection operations E but, more generally, arbitrary operators F' € L(H)
represent effects. Indeed, every such operator F' corresponds to an operation ¢
in the sense of Theorem 1. (Take, e.g., K = {1} and A4, = F'/?).

Second, Theorem 1 proves that, as mentioned before, the effect F' does not
uniquely specify the operation ¢ corresponding to it; or, in other words, dif-
ferent effect apparatuses f; and fy in the same equivalence class F' need not
perform the same operation. To see this, note that an operation ¢ correspond-
ing to a given effect F' may be constructed as follows. Consider an arbitrary

decomposition
F = Z F
keK

of F' into finitely or infinitely many operators Fy > 0. For each k € K, choose
an arbitrary operator Uy with UjU, =1 (i.e., an isometric operator), and set

Ay, = UpF/?. Then, indeed,

> AzAL=> Fp=F

keEK keK

which implies that the operators Ay satisfy condition (1.3.1) and describe an
operation ¢ belonging to the effect F'. The large degree of arbitrariness in this
construction of the operators Ay is obvious. That, moreover, two different sets
of operators Ay, constructed in this way can really yield two different operations,
rather than only two different formal descriptions of the same operation, is easily
seen with the help of simple examples. Consider, for instance, the operations ¢
and ¢ described by
K={1} , A =FY?

B B 1 \1/2 B 1\ /2

with an arbitrary isometric operator U, respectively. Both ¢ and ¢ correspond
to the effect F', but ¢ # ¢ since ¢ transforms pure states W = | f) (f| into pure

states W = ’f> <f‘, with f = FY2f/|F/2f]|| - thus being a pure operation in

and
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the sense of Ref. [5] - whereas ¢; transforms the same initial state W = |f) (f]
into

=307 Ul o) (o)

which is not pure unless U f = ¢ f

In particular, operations corresponding to decision effects E are not neces-
sarily described by the ”wave packet reduction” formulae (1.2.8) and (1.2.9),
which represent a very particular case of Eqgs. (1.3.19) to (1.3.21) which, e.g.,
J={1,2}, Ay = E, A2=F, K = {1} and K’ = {2}. The very limited va-
lidity of Eqgs. (1.2.8) and (1.2.9) is also an empirical fact, since there are many
actual measuring procedures for decision effects E which can not be described
by these formulae - even if, as done here, only ”non-destructive” measurements
are considered.

The ”ideal measurement” formulae (1.2.8) and (1.2.9) are usually derived with
the help of strong additional assumptions. Particularly important among them
is the postulate that a repetition of the E measurement in the new state 1474
yields the result ”yes” with certainty. Measurements fulfilling this postulate are
called measurements ”of the first kind”. In this sense (but slightly more gener-
ally), we may consider a selective operation ¢ as constituting a measurement of
the first kind of the corresponding effect F' = ¢*1 € L(H), if

tr(FW) = tr(F - W) /tr(FW) = tr(¢*F - W) /tr(FW) = 1

ie., if

tr(¢*F - W) =tr(FW)

for all states W with non-vanishing transition probabilities ¢r(FW). But since
tr(FW) = tr(¢W) = 0 implies ¢W = 0, and thus also tr(¢*F - W) = tr(F -
¢oW) = 0, the last equation must actually hold for all states W. Therefore an
operation ¢ constitutes an F' measurement of the first kind if (and only if)

¢*F=F

This condition, clearly, is not valid for arbitrary operations ¢. (For counterex-
amples, take K = {1}, A, = F'/? such that ¢*F = F? # F unless F is a
decision effect . In the latter case, set A; = UFE with a suitable unitary U,
such that ¢*E = EU*EUE # E). Since also in practice most measurements
are known not to be ”of the first kind”, there is thus neither a practical nor a
theoretical justification for such a postulate.

Not every state transformation of physical interest is an operation. Perhaps the
most important counterexample is time reversal, as described by [11]

6:W — TWT* (0.3.22)
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with an antiunitary operator T. (i.e., T is antilinear,
T(af +bg) =a™*Tf+b"Tyg

and satisfies
T™T"T=TT*=1

with T* defined by
(f,T*g) = (9, Tf)

for all f,g € H). By (1.3.22), the mapping 6 has the following properties:
(i) Tt transforms pure states into pure states.
(i) It is trace preserving: tr(0W) = tr W.
(iii) It transforms the set of pure states onto (rather than only into) itself.

If 6 were an operation, it would be a pure one, according to (i), and therefore
it could be also represented in the form [12]

0:W — AWA* (0.3.23)

with a linear operator A. By (ii) (the "non-selectivity” of 6), A would be
isometric: A*A = 1. Then (iii) would imply that A is even unitary, i.e., also
satisfying AA* = 1. (Actually (iii) is also needed to exclude the possibility that
0, although being pure, might not be of the simple form (1.3.23) [12].) However,
a state mapping of the form (1.3.22) with antiunitary T can not be rewritten
in the form (1.3.23) with unitary A [11]. Thus, indeed, time reversal is not an
operation. Or, in other words: it is impossible - not only practically, but in
principle - to build an apparatus which, when applied to an arbitrary ensemble
of microsystems, would turn it into an ensemble in the time reversed state.

The mapping (1.3.22) of K(H) into itself may easily be extended linearly to
B(H)1, and is then given by

6:T — TT*T* (0.3.24)

This extended mapping is complex-linear and positive, by construction, and
trace preserving. But then it can not be completely positive, since otherwise it
would correspond to an operation. Although we could also prove this directly
(e.g., by proving that 6 is not even 2—positive), and such proof might even be
of some interest from the purely mathematical point of view, we feel no need to
present this here.

0.4 Composite Systems

With the first representation theorem we have obtained a purely mathematical
- although comparatively simple, and thus practically useful - description of
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arbitrary operations ¢. In Section 5 below we shall present a completely dif-
ferent description in the form of our second representation theorem. Although
somewhat more complicated mathematically, this theorem can be interpreted in
terms of a quantum mechanical model of the measurement process, and is thus
perhaps more transparent from the physical point of view. Its formulation and
interpretation requires some knowledge of the quantum mechanical description
of composite systems. This subject, touched already in Section 2 and Section
3, shall thus be discussed now in a more systematic way.

Given two distinct and noninteracting quantum mechanical systems I and IT
with state spaces H; and Hjj, respectively, the state space of the combined
system I + I1 is the product Hilbert space H = H; ® Hy;. Density operators
W € K(H), therefore, describe equivalence classes of preparing instruments w
for pairs of microsystems, each pair consisting of one system I and one system
11, and effects F € L(H) are to be measured by effect apparatuses f exposed
to, and possibly triggered by, such pairs.

Consider an arbitrary decision effect E; € L(Hj) of the isolated system I. Stan-
dard quantum mechanics associates with it another decision effect F; ® 177 €
L(H) of the composite system, with the following physical interpretation. As-
sume there exists at least one effect apparatus e; which, when applied to the
isolated system I, measures the effect E7, but which can also be applied to sub-
system [ of the composite system I + I, without being influenced in that case
by the presence of system I1. (This property of the apparatus could be tested,
e.g., by preparing two ensembles of pairs I + I in the same state W, removing
subsystem I of each pair in one ensemble, and comparing the probabilities
for the triggering of the apparatus in these two ensembles.) when applied to
pairs I + II, the E; apparatus e; has to be considered as an effect apparatus
for the composite system; the corresponding effect in L(H) is assumed to be
E,=Er®15.

Likewise, an apparatus e;; measuring a decision effect E; on system I while
being insensitive to system I yields, when applied to the composite system
I+ I1, the decision effect E;; = 1; ® Eyy in L(H).

For arbitrary E; and Eyy the projection operators E; and E;; on H commute.
Therefore they describe, again according to standard quantum mechanics, ” com-
mensurable” decision effects of the composite system; i.e., these effects can be
"measured together”, in the following sense. (See also Section 6.) There exists
a suitable apparatus with two different ”yes-no pointers”, both responding to
single systems (pairs) I + I, such that an ensemble of N pairs in a state W
triggers the first (£;) and the second (E;;) pointer approximately tr(E,W)N
and tr(E;;JW)N times, respectively. This apparatus can also be used to perform
the yes-no measurement "E; and E;;”, defined - as in ordinary logic (Boolean
algebra) - to give the result "yes” if both pointers are triggered together by the
same single pair I + II. Quantum mechanics associates with this correlation
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measurement " E; and E;;” the product
E E;=(El)(li1®En)=EQE;S (0.4.1)

of the operators E; and E;;, i.e., another decision effect £, ;; = Fr ® Eyy of
the composite system.

In the particular case considered, an apparatus for the joint measurement of
E; and E;; can be realized as follows. Assume there exists an apparatus ey
measuring, as above, the effects E; on isolated systems I and E; on composite
systems I + I, and which is not only insensitive to, but also does not influence
at all the subsystem IT in the latter case. (In view of the absence of interactions
between the subsystems I and I1, the existence of such an apparatus is at least
not implausible. The operation performed by such an apparatus is discussed
below). One then expects that a combination of such an E; apparatus ey
with an analogous E; apparatus ey; for subsystem II measures £; and E;;
together on the composite system. This is indeed confirmed by the detailed
theory presented below.

A particular type of state W of the composite system can be prepared as follows.
Take a preparing instrument w; for system I and another one, wjy, for system
II. Prepare N systems with each apparatus, and combine them into N pairs
I+ II. The state W of such an ensemble of N pairs is called an uncorrelated
state.

In view of this preparing procedure for W and the above-described explicit
construction of an apparatus for the combined measurement of E; and E;;, it
is intuitively obvious that the decision effect "E; and E;;” (Eq. (1.4.1)) occurs
in an uncorrelated state W with the probability

tr(Er @ Erp)W) = tr(E;Wr) - tr(ErfWir) (0.4.2)

i.e., the probability for the joint occurrence of the ”subsystem” effects £; and
E;; is the product of the probabilities of the effects E; and Er; in the subsystem
states W; and Wyprepared by the instruments wrand wyy, respectively. The
two last-mentioned probabilities coincide with the probabilities of the effects E;
and E;; in the composite system state W since, with either Er; or E replaced
by the unit operator, (1.4.2) implies

tT(EIW) = tT(E]W[) ; tr(E][W) = tT(E]]W[[) (043)

Like (1.4.2), these relations also have a very simple and intuitively obvious
physical interpretation.

Eq. (1.4.2) implies that the density operator W of an uncorrelated state is the
tensor product

W=W; Wi (044)
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of the density operators Wy and Wy describing the subsystem states of which
W is ”composed”. This is because the right hand side of (1.4.2) is identical to,
and can thus be replaced by, tr((E; ® Err)(Wr ® Wyr)). For one-dimensional
projection operators E; = |fr) (fr| and Er; = |fr1) (f11], for which

Er @ Err = |fr ® frr) (fr @ fr1l
(1.4.2) can then be rewritten, with
A=W -Wre Wiy

in the form

((fr@ frr), A(f1 @ fir)) =0 (0.4.5)

This is true for arbitrary unit vectors f; € Hy and f;; € Hyy. The restriction to
unit vectors is easily removed by multiplying (1.4.5) with suitable scale factors.
Applying now the polarization identity (1.1.13) for A = A, f = fr ® fi1, and
g =91 ® fIrr, with g; € H; arbitrary, we obtain from (1.4.5)

((fr @ fr1), Algr ® f1r)) =0

A similar identity,

4((f1 @ f1r), Algr @ g11)) = ((f1 @ (fr1 + 911), Al9r @ (f11 + 911)))
= ((fr® (frr — g1r), Algr ® (frr — g11)))
+i((fr ® (frr —igrr), Algr @ (frr —igrr)))
—i((fr ® (frr +igrr), A(gr ® (fr1 +ig1r1)))

then leads to
((fr® f11),Al9r ® g911)) = 0

valid for all fr,g; € Hy and fr7,gr7 € Hyy. Since finite linear combinations of
product vectors are dense in H, this finally implies A = 0, i.e., Eq. (1.4.4).

Consider now, more generally, an effect F; € L(Hj) of the isolated system I
which need not be a decision effect. Assume, as above for the particular case
F; = Ej, that there exists at least one effect apparatus f; in the equivalence class
F which can also be applied to composite systems I 4 I, without affecting nor
being affected by system I7 in this case. If applied in this way, the apparatus f;
measures a certain effect F'; € L(H of the composite system. By this operational
definition, the effect F; must occur in an uncorrelated state (1.4.4) with a
probability

tr(E;(Wy @ Wip)) = tr(FtWr) (0.4.6)

coinciding with the probability for the effect F; in the state W; of subsystem
I. Likewise, suitable effect apparatuses fr; corresponding to effects Fy; of the
isolated subsystem IT define effects F';; € L(H), with

tr(E (W @ Wip)) = tr(FriWi) (0.4.7)
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when applied to the composite system. Finally, the combination of two such
apparatuses fr and frr is again expected to measure F'; and F;; together.
(Thus F; and F;; are ”"coexistent” effects, as discussed in detail in Section
6). The same combined apparatus can then also be used to measure the effect
E;p="F;and F;;”, defined (as above) to occur if and only if both f; and
f11 are triggered together by the same single pair I 4+ I1. Again the probability
for F'y 11, i.e., for the joint occurrence of F'; and F';;, must factorize in the form

tT(EI,II(WI Q@ Wip)) = tr(FyWy) - tr(FriWir) (0.4.8)

for uncorrelated states. Inserting, in particular, pure states W; = | fr) (f] and
Wi = |fir) {fr1] , Eq. (1.4.8) now implies

Fr i =Fr®Fn (0.4.9)
while Egs. (1.4.6) and (1.4.7) imply
F,=Fr®1lr , F;=11®F; (0.4.10)

(Compare the derivation of (1.4.4) from (1.4.2), and note that (1.4.6) and (1.4.7)
are just particular cases of (1.4.8). See also Eq. (1.3.8) of Section 3). We have
thus shown that relations which are already known for decision effects (e.g.,
(1.4.1)) can be generalized immediately, in the form of Eqs. (1.4.9) and (1.4.10),
to arbitrary effects Fy and Fry. Effects of the form (1.4.10) and (1.4.9) will be
called subsystem and correlation effects, respectively, in the following.

For an arbitrary state W € K(H) of the composite system there exists, as is
well known, a unique density operator Tr;;W € K (Hj)for subsystem I, called
the reduction of the state W to that subsystem, such that

tr((F; ® 1;1)W) = tr(Fy - Tri W) (0.4.11)

for all F; € L(Hy). Thus Tr;;W describes the statistics of arbitrary subsystem
1 effects in the given state W; or, in other words, Tr;;W describes the state of
the N subsystems I in an ensemble of N pairs I + IT in the state W.

More generally, there exists for any T € B(H); a unique operator TI; =
TryT € B(Hy)1, which is defined implicitly by requiring

tT(X] -T’I"[]I) :tT’((X[® ].]])I) (0412)

for all X; € B(Hy). Namely, for fixed T, the right hand side of (1.4.12) defines
a linear functional 7(X;) on B(H ), which is norm continuous since

IT(XD)| < 1 X3 @ Lo [[[| |1 = 2] )] Xl

and therefore is of the form ¢r(X;T7) with a unique T € B(Hj);. Eq. (1.4.12)
thus defines a mapping Try; : B(H); — B(H); which, obviously, is linear.
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It is also positive since, by (1.4.12), T > 0 implies tr(X; - Tr;T) > 0 for all
X1 > 0, and thus Tr;;T > 0. This also implies Tr;(T*) = (TrT)*; ie.,
Tryr is a real mapping, and (1.4.12) with X; = 1; yields tr(TrT) = trT;
i.e., Tryrr is trace preserving. Therefore Tr;; maps states W € K(H) into
states TryyW € K(Hy), and (1.4.11) follows as a special case of (4.12). For
T =T ®Ty, (1.4.12) implies

t?"(X] . T’I’]]I) = tT(X[T]) -tr T][

and thus
T’I“II(T] ® T]]) =tr TII . T] (0413)

for arbitrary Tr € B(Hy)1, Trr € B(Hyr):. This also implies that Trr; maps
B(H); onto B(Hy)1, and K(H) onto K(Hj).

A more explicit equation for Tr;T follows from (1.4.12) by inserting X; =
| f1) {fr| with an arbitrary unit vector f; € H;. Evaluating the trace on the left
hand side with a particular orthonormal basis {f} in Hy, for which fi = f,
and the trace on the right hand side with the basis {f! ® g¥,} in H; ® H;;, with
{fi} as before and an arbitrary basis {g¥;} in H;s, we then get from (1.4.12)

(fr,TriuLfr) = Z((fl ® 911), T(f1 ® gfr))

k

By multiplying with scale factors and applying the polarization identity (1.1.13),
we obtain from this the well-known formula

(fr, TriTgr) =Y ((f1 ® 1), Tgr @ gf7)) (0.4.14)
k

valid for arbitrary fr,g; € Hy. Thus Try;T results from T by performing a
"partial trace” with respect to Hjy; hence our notation.

By interchanging the roles of H; and Hjy, we obtain another mapping T :
B(H)1 — B(Hjs)1, the partial trace with respect to H;, with analogous prop-
erties and a similar physical interpretation.

An effect apparatus f7, performing a selective operation ¢; by measuring the
effect F1 = ¢}1; on subsystem I and not interacting with subsystem /1, can also
be used to perform a selective operation ¢ ; on the composite system I + I1. In
this case, pairs I 4 I1 are selected according to the occurrence of the subsystem
I effect F; = Fr ® 117, as measured by fr when applied to such pairs. If ¢y is
represented in the form (cf. Theorem 1)

oW =Y ApWiAj,

keK

with suitable operators Ay (k € K) on Hy, the operation QI is given by

oW = Z (A @ Li) W (A ® 145)* (0.4.15)
keK
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Then, indeed, the effect corresponding to ?I is

> (Ane®@ 1) (A @ 1yp) = (Z A[kAIk> @lir=F®lg=F
ek keK

in accordance with (1.4.10), whereas for uncorrelated states we have

o(Wr @ Wil) = (Z AIkWIAIk> @ Wi =¢tWr @ Wiy (0.4.16)
KEK

as expected form the operational definition of ¢,. (Compare also Egs. (1.3.6)
o0 (1.3.8) of Section 3).

One can also show that, conversely, every operation ¢ T which acts on subsystem
I of the composite system I + I only, and therefore transforms uncorrelated
states in accordance with Eq. (1.4.16), indeed must be of the form (1.4.15).
The proof is rather lengthy, however, and is therefore omitted here.

With ¢ as given by (1.4.15) and arbitrary X; € B(H;) and Xy € B(Hjr), we
have

¢5 (Xr® X)) = (Z A[kXIAIk> R X = ¢ X1 X1
keK

From this and Eq. (1.4.12) we get, for arbitrary W € K(H),

t’I"(X[ . TT[](?IE) = tT‘((X] ® 1]1) . QIE
= tT(Q;(XI ® 1) W) = tT((?;XI ® 1) - W)
=tr(¢, X1 - TrpW) = tr(Xg - ¢1(TriW))

Since X7 is arbitrary, we finally obtain
Tri(¢,W) = ¢1(Trii V) (0.4.17)

This equation means, physically, that the final state of subsystem I after the
operation gb - as given, up to a normalization factor, by Tru(qﬁ W) - may
also be obtalned by applying the operation ¢; to the initial state TrifW of
subsystem I. By the operational definition of ¢ I this must indeed be true for
arbitrary initial states W of the composite system. (For uncorrelated states,
this property of ¢, is already expressed by (1.4.16)). The measurement of the
correlation effect FI 7= "F;and F;;” in an ensemble of N > 1 pairs I + 1]
in a given state W by means of a combined apparatus, consisting of f; and a
similar apparatus fj; acting on subsystem I, may now also be described as
follows. The apparatus f; is triggered by

N; = Ntr(F,W) = Ntr(¢, W)
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pairs, which form an ensemble in the new state
W =¢ W/tr(¢,W)

In this ensemble, the subsystem I7 effect F;; = 17 ® Fr; measured by fr; then
occurs

Np 1 = Nitr(E W) = Ntr(Epp - ¢, W) = Ntr(¢7E ;- W)

times. Thus fr and fr; are triggered together, in an arbitrarily given state W,
with the probability Ny rr/N = tr(E;; W), where

Fri=0F = Z(Alk ®@111)" (11 ® Frr)(Amne ® 111)
kEK

= (Z A;kAIk> @ Frp=Fr® Fip

keK

in accordance with (1.4.9).

This interpretation of the F'; ;; measurement is appropriate if the parts f; and
frr of the combined apparatus are applied to, and possibly triggered by, each
single pair I + IT in the order considered (i.e., first fr, then frr). If, vice versa,
the apparatus fr; is applied before f;, a completely analogous consideration
with f; and f;; interchanged again leads to (1.4.9). Our previous derivation of
Eq. (1.4.9) from the requirement (1.4.8) for the joint triggering of f; and f;; in
uncorrelated states is more general, however, and in particular also independent
of the temporal order of the two measurements performed by f; and fr;.

According to (1.4.16), the operation ¢, does not change the state Wy of sub-
system Il when applied to an uncorrelated state Wi ® Wiy, This is not true
for more general states W; in fact, one may easily construct examples for which
the final state Tr;W of subsystem II, with W = ¢, W/tr(¢, W), is different

from its initial state Tr;W. This is by no means surprising. If in the state W
there are correlations between the subsystems I+ 1, then a selection according
to a subsystem I effect F'; may indeed change the state of subsystem /7. Such
state changes are thus not due to an interaction between the apparatus f; and
subsystem II, but rather result from the interplay of the correlations and the
applied selection procedure. Therefore they must also be absent if no selection
is made, i.e., if instead of ?I the corresponding non-selective operation Ql is
considered.

According to Theorem 1" and an obvious generalization of Eq. (1.4.15), the non-
selective operation ¢ ; performed by the apparatus f; on the composite System
transforms W into the new state

oW = (An® 1 )W (A ®117)*

keJ
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Here J is an index set of which the set K in (1.4.15) is a subset, and the
operators Ay (k € J) on Hy satisfy

> AR AR =1;

keJ

For arbitrary subsystem [leffects F';; = 11 ® Frr we then get

éj(ll ® Frr) = Z(A?k ® 1)1 ® Frr)(Ame @ 111)
keJ

= (Z A?th) @ Frr =11 ® Fir

keJ

and thus
tr((1; @ Frr) -é,m = tr@j(ll @ Frr) W) =tr((1; @ Frr) - W)

This means (compare Eq. (1.4.11))

Tri(¢, )W) =TriW

i.e., the reduction of the composite system state to subsystem /1 is indeed un-
changed by the operation ¢ I

The preceding discussion should be sufficient to demonstrate the internal con-
sistency of the formal description of composite systems without interaction. For
later use, however, we have to generalize the theory to composite systems I+ 11
whose subsystems I and I interact with each other.

The above operational definition of subsystem and correlation effects can not
be generalized immediately to the case of interacting subsystems, since then,
obviously, one can not apply effect apparatuses to one subsystem without per-
turbing the other one. Likewise, the possibility of preparing uncorrelated states
by independent preparations of the subsystems becomes questionable. In order
to circumvent difficulties of this kind, we restrict our attention to so called ”scat-
tering systems”, which are similar enough to noninteracting ones to be treated
explicitly in a simple way, and which on the other hand are just the kind of
systems encountered later on in Section 5.

A quantum mechanical system is called here a binary scattering system, if it
behaves in both the distant past and future as a composite system of two non-
interacting subsystems I and I1 which can as well be prepared and studied
independently of each other. If there were no interaction at all, the state space
would be H; ® Hyy, and there would exist particular subsystem and correlation
effects (Egs. (1.4.10) and (1.4.9)) with the physical interpretation discussed
above. Given an arbitrary state W of the composite system, it would suffice
to measure the probabilities tr(£'; ;; W) for sufficiently many correlation effects

49



(1.4.9) in order to determine W completely. (Take, e.g., Fr = |f1) (fr] and

Frr = |fr1) (f11l, so that tr(E; ;W) = ((fr® frr), W, (f1® f11)) and recall the
derivation of Eq. (1.4.4)).

The state space H of a binary scattering system may still be identified with
H;® Hjy, and there also exist particular ”correlation” effects of the form (1.4.9)
- including, for Fr; = 1y or F; = 1, the "subsystem” effects (1.4.10) - with
the following physical meaning. Given an ensemble of such systems in some
state W, there exists - by the definition of a binary scattering system - a time
T_ before which each system of the ensemble behaves like a pair of two nonin-
teracting subsystems I and II. This time T_ will depend, in general, on the
state W of the ensemble. Effect apparatuses constructed for one subsystem and
not interacting with the other one can thus also be applied, at times ¢t < T_,
to all scattering systems in the given ensemble. (In most cases the subsystems
I and II are spatially separated from each other for ¢ < T_, which clearly
facilitates separate measurements on them). Such separate measurements are
now described by operators of the form (1.4.10), while the joint occurrence of
two such effects when measured together corresponds to an effect of the form
(1.4.9). Sufficiently many measurements of this type again uniquely determine
the statistical operator W on H = H; ® Hjj.

Certain difficulties seem to arise here, however. First, the state W (i.e., the
corresponding ensemble of scattering systems) might have been prepared at a
time later than T'_, so that it describes an ensemble of interacting systems from
the very beginning, and therefore no measurements at all could be performed
before the onset of the interaction. Second, even if W was prepared before the
time 7'_, it might seem impossible to measure correlation effects F; ® Fy; with
sufficiently many F; and Fj; in the remaining limited time interval between the
preparation and the onset of the interaction at time 7'_.

In conventional quantum mechanics one more or less explicitly assumes, how-
ever, that a given effect ' can be measured ”in principle” by many different
apparatuses f including, in particular, one apparatus ”operating” in an arbi-
trarily small time interval around an arbitrarily given time ¢. Consider, e.g., a
free particle, and take for F' a characteristic function xy (Xg) of its position op-
erator X at time ¢ = 0. Here V is a given spatial volume, and its characteristic
function yy is defined by

(x) 1 forxeV
X) =
xv 0 forx¢V

Then v (Xp) is a projection operator, thus describing a decision effect E. The
simplest apparatus measuring F (at least approximately) is a counter occupying
the volume V and ”switched on” during a small time interval around ¢ = 0. The
solutions of Heisenberg’s equations of motion for position and momentum of a
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free particle,

1
X, =Xo+ —Pot , P,=P,
m

imply, however, that I may also be represented as
1
E = Xv Xt — fPtt
m

in terms of position X; and momentum P; at any other time t. An apparatus
measuring this particular function of X; and P;, and thus ”operating” at (or at
least around) the time ¢, might thus as well be used to measure E. Although this
indicates that ”in principle” E should also be measurable at time ¢, the actual
construction of the corresponding apparatus can not be deduced theoretically,
and might in fact be quite difficult in practice.

An assumption of this type, if made for the subsystems I and Il, removes the
second difficulty mentioned above, since then arbitrary subsystem and correla-
tion effects can indeed be measured in any given time interval before T_. The
first difficulty is removed by an analogous assumption for preparing instruments:
Given an arbitrary state W, there shall exist instruments w preparing this state
and operating at arbitrarily prescribed (in particular, at arbitrarily early) times.

In order to prevent misunderstandings, we want to stress here that we do not
assume preparations or measurements to be ”instantaneous” in any sense. Such
an assumption would, in fact, be quite unrealistic in view of actual preparing
and measuring processes. It is also unnecessary for the theory. Nevertheless,
such processes always have a finite duration and a definite time of application;
e.g., the time when one ”switches on” an accelerator, ”sensibilizes” a counter,
or "exposes” a photographic plate. The time of application is to be included in
the specification of the preparing or measuring instrument; in other words, two
instruments of the same construction but?applied at different times are treated
here as different. (This implies that we use the Heisenberg picture here; see
below.) We should also mention that assumptions of the type described above
enter the theory, more or less explicitly, at other places also. Without such
assumptions it would already be difficult to understand how arbitrary effects
F' could be measured in arbitrary states W. But even the very definition of
effects F' and states W in terms of equivalence classes of instruments requires
more care, if one takes into account that certain preparing and measuring in-
struments cannot actually be combined in a single experiment since, e.g., they
occupy the same region in space, or the effect apparatus operates earlier than
the preparing instrument, etc. To present a theory which properly takes into
account all these subtleties goes, however, far beyond the scope of the present
discussion.

When analyzed in terms of the correlation effects (1.4.9), some particular states
W of the scattering system will turn out to be uncorrelated in the sense of Eq.
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(1.4.8), and therefore to be described by W = W; ® Wy;. Any such state may
also be prepared in the way described above for noninteracting subsystems, i.e.,
by means of a preparing instrument w; for the state W; of subsystem I and an-
other one, wyy, for Wyy. This procedure requires the use - and thus presupposes
the existence - of particular preparing instruments w; and wyy, both operating
at times before the onset of interactions in the given state W.

Up to now we have considered the ”incoming” subsystem and correlation effects
(1.4.10) and (1.4.9) only. But since a binary scattering system in a given state
W behaves like a pair I + I of two noninteracting subsystems in the distant
future as well, later than some time Ty say, on can also operationally define
analogous ”outgoing” subsystem and correlation effects, now to be measured at
times later than T.. (Like T, T} also depends on the state W. Both Ty and
T_ are ambiguous to some extent, and may not even exist in a literal sense if
the interaction does not vanish exactly but only becomes ”nondetectably weak”
for ”sufficiently” early and late times. Although for most states T'_ and T' will
satisfy T_ < Ty, thus including a more or less well-defined time interval of in-
teraction, there may also exist states without any detectable interaction at all,
for which one could set T_ = —o0 and Ty = +00).

Being thus defined in a different way, the outgoing effects describing separate
or joint measurements on the subsystems at sufficiently late times do not coin-
cide with the corresponding incoming effects?(1.4.10) or (1.4.9). A subsystem
I apparatus f7, for instance, in general will be triggered in a given state W
with different probabilities before and after the interaction; these two measure-
ments therefore can not be described by the same operator F. However, since
nevertheless the physical situations before and after the interaction are analo-
gous, one can also ”identify” the state space H of the scattering system with
the tensor product H; ® Hjr in such a way, that the outgoing correlation and
subsystem effects are described by operators of product form, as in Eqgs. (1.4.9)
and (1.4.10). This "identification” - mathematically, an isomorphism Ty of H
onto H;y ® Hyy - cannot be the same as the one used previously, which led to
the representation (1.4.9) and (1.4.10) for the incoming effects. Actually, we
have not introduced explicitly the ”in” analog T_ of T, but simply assumed
H = H; ® Hyy (so that T_ became the identity map), in order to simplify our
notation. Therefore, T becomes an isomorphism of H = H; ® H; onto the
same space Hy ® Hyr; i.e., a unitary operator S on H;y ® Hy;. By definition of
T, the outgoing correlation effect defined in analogy to (1.4.9) is represented
on T H = H; ® Hy; by the product operator F; ® Fyy. If transformed back to
H, this operator acts like

T (Fr @ Fr)T4 = S*(Fr @ Frp)S

Outgoing correlation effects are therefore represented in our state space H by
operators of the form

F{'f = S"(F1 ® Fi)S (0.4.18)
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which differ from the corresponding incoming effects E?’H = I as given
by (1.4.9) by a fixed unitary transformation. Likewise, the outgoing subsystem
effects corresponding to (1.4.10) are

F =S5"Fr®1)S , Ei'=5"(1;®F)sS (0.4.19)

The operator S, representing the overall effect of the interaction, is nothing
else than the usual scattering operator or S matrix. Its knowledge permits the
prediction of the probabilities?

tr(E7L W) = tr(S*(F1 © Fi1)S) (0.4.20)

for arbitrary outgoing correlation (and subsystem) effects, provided the state
W is also known - e.g., from the measurement of sufficiently many incoming
correlation effects, or from the fact that W has been prepared as a known un-
correlated state in the distant past. (Predictions of this kind are usually cast in
the form of scattering cross sections).

The quantum mechanical description of a binary scattering system given here is
rather incomplete, of course. We have discussed very particular types of yes-no
measurements only, which moreover become ill-defined - both physically and
mathematically’ - when applied to the system during the time interval of inter-
action between T_ and T;. Nevertheless, this type of description is sometimes
quite adequate and sufficient - e.g., in scattering theory, or here in Section 5.

Quantum mechanics in the form presented here uses the so called Heisenberg
picture. Indeed, as is characteristic of that picture, a given state is described
here by a fixed statistical operator W.?Moreover, the complete specification
of an effect apparatus includes the time of application; yes-no measurements
performed with the same instrument at different times are thus considered as
different. (The corresponding operators F' are usually related to each other by
unitary time translation operators.) The operator S introduced above is thus
the Heisenberg picture S matrix.

If one discusses only measurements on the noninteracting incoming and outgo-
ing subsystems of scattering systems, as we are doing here, then the Dirac or
interaction pictures is also quite appropriate. In this picture, one rewrites the
probabilities (1.4.20) for outgoing correlation effects in the form

tr((Fr @ Fir)SWS™) = tr(Ey ;W)

with
W = SWS* (0.4.21)

Accordingly, one describes both incoming and outgoing correlation effects by
the same operators F; ;; given by (1.4.9), whereas a given state (i.e., a given
preparation procedure) is described by two different statistical operators: by

wn=w (0.4.22)
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if used to calculate probabilities for incoming effects in the form tr(F; ; W,
and by W°"* as given by (1.4.21), which yields the probabilities tr(ELHwout)
for outgoing effects. In a sense, one thus considers an incoming and the corre-
sponding outgoing effect as ”the same”, and explains their (in general) different
probabilities by a state change W™ — W°“* due to the interaction between
subsystems I and I7 in the time interval separating ”incoming” and ”outgoing”
measurements.

This description has the formal advantage that subsystem and correlation ef-
fects have the same simple product form both before and after the interaction.
(They still do not make sense operationally, however, in the interaction inter-
val). But this is achieved at the price of spoiling the unique assignment of a
statistical operator W to a given preparation procedure - i.e., at the cost of
conceptual simplicity. From this point of view, the Schrodinger picture is even
less appealing, and shall thus not be described here at all.

0.5 The Second Representation Theorem

We are now ready to derive, as announced previously, a new mathematical rep-
resentation of arbitrary operations. This representation is most easily obtained
from a quantum mechanical model of a yes-no measurement and the correspond-
ing operations.

Assume for this purpose that the effect apparatus f used in such a measure-
ment can also be described quantum mechanically. Its state space is denoted by
H,, with statistical and effect operators marked by the same subscript a. The
microsystem, to which the apparatus is applied, is described in a state space
denoted by H, as before. A yes-no measurement performed by the apparatus f
on the microsystem in a state W € K(H) may then be described as follows. Be-
fore the measurement, the microsystem and the apparatus do not interact with
each other, and are independently prepared in states W and W, respectively.
Here W, is the state in which the apparatus f is "ready for measurement”,
and is thus determined once and for all by the construction of the apparatus f,
whereas the state W of the microsystem may be chosen arbitrarily. Then the
microsystem and the apparatus interact with each other during a certain time
interval (which in general will depend on W unless this interaction is ”switched
on and off”?artificially), and separate again from each other afterwards if - as
assumed here - the apparatus f does not "absorb” or ”destroy” the microsys-
tem. The occurrence or non-occurrence of the effect measured by the apparatus
f is to be determined by a certain yes-no measurement on f (e.g., by ”looking
at a pointer”) after the interaction with the microsystem. This measurement is
described formally by some effect operator F,, € L(H,), which is again fixed by
the construction?of the apparatus f.

In such a model, microsystem and apparatus together form a binary scattering
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system as defined in Section 4, and are thus to be described in the state space
H = H ® H,. It is convenient here to use the Dirac picture. The independent
preparation of microsystem and apparatus means that the incoming state of the
composite system is uncorrelated,

win — W ® Wa
Then the outgoing state is
wout —_ §(W ® Wa)ﬁ*

with a unitary ”scattering” operator S on H which describes the overall effect of
the interaction, and is therefore also fixed by the construction of the apparatus
f and the kind of microsystem to which it is applied.

(In actual experiments, an ensemble of N composite systems will not really
consist of IV copies of the apparatus, each one combined with a single microsys-
tem. Instead one uses a single apparatus f only, which is put again into the
state W, and combined with another single?microsystem in the state W, after
the completion of a single measurement. This does not change the formalism,
however, since the theory is invariant under time translations, so that single ex-
periments performed at different times can be considered as repetitions of ”the
same” experiment).

Separate yes-no measurements on microsystem and apparatus are described,
both before and after the interaction, by operators of the form G ® 1, and
1® G, with G € L(H) and G, € L(H,), respectively, whereas correlation ef-
fects are of the form G ® G,. Thus, in particular, the final "reading” of the
apparatus f is described as the measurement of the particular effect 1 ® F, in
the state W°*. This measurement gives the result ”yes” - i.e., the apparatus f
is triggered - with probability

FW) =tr(1® Fo) W) = tr((1® Fo)S(W © Wa)S”) (0.5.1)

With W replaced by an arbitrary T' € B(H)p, the last expression defines a
linear functional f(T') on B(H);. This functional is continuous with respect to
the trace norm since, along with 7" and W,, T ® W, and S(T ® W,)S* are also
trace class operators, and

IS(T @ Wa)S™ [y = 1T @ Wally = 172
so that, as |1 ® Fu|| = ||Fa|| < 1,7
IF(D)] < 1@ Fal[|S(T © Wa)S™ |11 < [Tl
Therefore f(T') may be rewritten in the form?
f(T) = tr(FT)
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with a unique operator F' € B(H). Moreover, since (1.5.1) implies 0 < f(W) =
tr(FW) < 1 for all W € K(H), F satisfies 0 < F < 1, and thus belongs to
L(H). Since the apparatus f is thus triggered with probability tr(FW) by the
microsystems in the (arbitrarily given) state W, it indeed measures a uniquely
determined effect F'.

The state of the microsystems which leave the apparatus can be determined by
measuring on them arbitrary effects G € L(H) after their interaction with the
apparatus. Assume first that no selection is made. Then such measurements
are to be described simply as measurements of the subsystem effects G ® 1,
in the state W°"" of the composite system. These effects thus occur with the
probabilities

W(G) = tr((G @ 1,) W) = tr(GW)
where

W = Tr WO = Tr (S(W @ W,)S™) (0.5.2)

according to (1.4.11). Here T'r, denotes the partial trace with respect to Hy;
i.e., W is the reduction of the state W°* to the microsystem. This shows that
the interaction with the apparatus transforms an arbitrary initial state W of
the microsystem into a final state W given by (1.5.2).

The mapping ¢ : W — W defined by (1.5.2) may be extended immediately, in
the form B
OT = Tru(S(T © W,)S") (0.5.3)

to arbitrary T' € B(H);. Since one can prove quite easily that (1.5.3) de-
fines a completely positive linear mapping ¢ of B(H); into itself, this implies
that é describes an operation. We postpone this proof until a little later,
however. As expected, ¢ is a non-selective operation, since (1.5.2) implies
tr(oW) = tr W = tr WO =1 for all W.

The situation becomes more complicated if one uses the apparatus f to perform
a selective operation, and wants to determine the state of the subensemble of
those microsystems which have triggered the effect F. Assume one has per-
formed the F' measurement N > 1 times. Then the selected subensemble
consists of

N = Ntr(FW) = Ntr((1® F,)W°*) (0.5.4)

microsystems, according to (1.5.1). Again the state W of this subensemble is to
be determined by subsequent measurements of arbitrary effects G € L(H) on
these microsystems. Such measurements give the result ”yes” in

N, = Ntr((G ® F,)W°") (0.5.5)

cases, by definition of the correlation effects G ® F,,. Indeed, the occurance of
the subsystem effect G ® 1, in the subensemble of composite systems selected
according to the subsystem effect 1 ® f, means that both G ® 1, and 1 ® F,
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occur together; and both measurements are performed in the state W°“*. The
probability for the occurrence of the effect G in the selected subensemble of
microsystems is thus, by (1.5.4) and (1.5.5),

o Ny tr((Ge F,)W)
’LU(G) - N - tT((l@Fa)wout)

(0.5.6)

Due to the cyclic interchangeability of operators under the trace, the numerator
of the last expression may be rewritten in the form

tr((G®1,)(1 ® FY2)Wo (1 ® FYM?) = tr(G - gW)
with
oW =Tra((1® F)/* )W (1® F)/?))
=Tro((1® F/?)S(W @ W,)S*(1® F)/?)) (0.5.7)

according to (1.4.12).

?Since the mapping T'r, is trace preserving,

tr(eW) = tr((1® F}/*) W (1@ F,/?))
=tr((1® F,) W) (0.5.8)

coincides with the denominator of the last expression in (1.5.6), so that we may
rewrite this equation in the form

W(G) =tr(GW) , W = ¢W/tr(¢W) (0.5.9)

i.e., the selected subensemble of microsystems is in the state w. Moreover, by
(1.5.1), (1.5.8) and the definition of F, tr(¢W) also coincides with the proba-
bility tr(FW) of the measured effect F' in the state W, which is the transition
probability N /N for the performed selection procedure. (Thus, as discussed
in Section 2, tr(¢W) = 0 again. means that the subensemble is empty, and
therefore W need not - and can not - be defined via (1.5.9).) We therefore
expect that the mapping ¢ : W — ¢W defined by (1.5.7) describes a selective
operation in the sense of Section 2.

To show this, we first extend this mapping ¢ to B(H); in an obvious way, by
defining
T = Trq((1® FY?)S(T @ W,)S* (1 ® FL/?)) (0.5.10)

for arbitrary T' € B(H);. For such T, the operator
(1@ FY)S(T @ W,)S8* (1 FM?)

belongs to B(H )1, since B(H); is a two-sided ideal in B(H) (cf. [3], Ch. 1, or
[4]). Tt depends linearly on T, and is positive if T is. Since Tr, maps B(H);
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into B(H )1 and is linear and positive, (1.5.10) defines a positive linear mapping
¢ : B(H); — B(H);. Moreover, tr(¢W) < 1 for all W, as shown above.
Therefore it only remains to prove complete positivity of ¢.

Take, for this purpose, an arbitrary finite-dimensional or separable Hilbert space
H, and consider the product space H ® H ® H,. The tensor product of Hilbert

spaces is associative and commutative; i.e., the spaces (H ® H,) ® H, (H ®
H)® H,, etc., can all be identified with H ® H ® H, in a "natural” and obvious
way. Therefore operators like S ® 1, or T ® W, with T € B(H ® H)1, and
W, € K(H,), etc., can be considered as operating on H ® H ® H,. Define now,
for arbitrary T € B(H ® H)1,

T =Tr (101 F?)(Se)(TeW,)(Se) (1ele F/?) (0511)

with T'r,, denoting the partial trace with respect to H, which maps B(H ® H ®
W,)1 onto B(H ® H)p, and which therefore has to be distinguished from the

analogous mapping T, : B(H® H,)1 — B(H); considered before. Eq. (1.5.11)
is of the same form as (1.5.10), with H,, W, and F, unchanged, but with H
replaced by H ® H (and thus H® H, by H® H® W,, 1 by 1®1, and T'r, by

Tr,, T by T, and S by S®1 (which is also unitary). Therefore (1.5.11) defines
a positive linear mapping ¢ of B(H ® H), into itself. With T" € B(H); and
T € B(H)1, we have

T oTeW,)(E®l)" = (S(TeW,)s") T

so that (1.5.11) implies
HT®T)=Tr,((1® F,/?)S(T ©W.)S (10 F,/*)] 0 T)

= (Tr (1@ FVY)S(T @ W,)S* 1@ FMY))) e T
=¢T®T (0.5.12)

Here we have used (5.10) and the fact that, for arbitrary R € B(H ® H,)1 and
T e B(H)x,

Tr(ReT)=(TroR)®T (0.5.13)

(The latter is easily proved, e.g., with the help of suitably generalized versions
of Eq. (1.4.14)).

Taking H n—dimensional, (1.5.12) implies that ¢ coincides with the mapping

¢n used in Section 2 to define n—positivity of ¢. As ¢ is positive for all n,
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this establishes complete positivity of ¢, whereas for?infinite-dimensional H we

obtain the (apparently) stronger positivity property discussed before.

Because Eq. (1.5.3) results from (1.5.10) by substituting for F, the unit operator
14, the arguments of the last two paragraphs apply to the mapping qg as well;
i.e., ¢ is also linear and completely positive. Thus, indeed, both ¢ and ¢ are
operations. By rearranging the operators 1 ® F'/2 under the partial trace, one
obtains two equivalent but simpler versions,

oT = Tro((1 ® F,)S(T ® W,)S*) (0.5.14)

or

(Z)T = Tra(ﬁ(T by Wa)ﬁ*(l ® Fa))

of Eq. (1.5.10). Such rearrangements are possible since, for arbitrary T €
B(H):, X, € B(H,) and X € B(H),

tr(X -Tr,(1® X,)L)) = tr(X ® 1,)(1le ® Xo)T)
=tr(X ®1,)I(la ® Xo)) = tr(X - Tro(T(1 ® Xa)))
and thus
Tro(1® X)) =Tr (T(1® X,)) (0.5.15)

If the apparatus f is used to select the subensemble of microsystems which have
not triggered it - i.e., which have not produced the apparatus effect F, - the
corresponding operation ¢’ is obtained simply by replacing F, by F! =1, — F,
in (1.5.14). Then, for arbitrary TeB(H ),

ST + ¢'T =Tra[(1® F)S(T @ W,)S* + (1@ F!)S(T @ W,)S*]
= Tro(S(T @ W,)8*) = ¢T

and thus, in particular,
tr(¢pW) + tr(¢'W) = tr(eW) = 1

for all W € K(H). Therefore ¢ and ¢’ are complementary operations (cf.
(1.2.37)), and ¢ is the non-selective operation ¢ + ¢’ associated with ¢ and ¢’,
as expected from the construction of the model.

The adjoint ¢* of the mapping ¢ is defined implicitly (cf. (1.2.25), (1.5.14) and
(1.4.12)) by

tr(¢*X -T) =tr(X - ¢T) = tr((X @ 1,)(1 ® F,)S(T @ W,)S*)
= tr((T® W,)S*(X ® F,)S) (0.5.16)

for arbitrary X € B(H) and T € B(H);. After inserting T = |f) (f| with an
arbitrary unit vector f € H, evaluating the first and last trace in (1.5.16) with
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suitable orthogonal bases in H and H ® H, respectively, and exploiting the
polarization identity (1.1.13), obtain

(f,¢"Xg)=> ((f@gh),(1®Wa)S*(X @ F.)S(g @ gh)) (0.5.17)
k

valid for all f, g € H and an arbitrary orthogonal basis {¢*} in H,, (Compare the
analogous derivation of (1.4.14) from (1.4.12).) Comparing this with (1.4.14),
we see that (1.5.17) can be rewritten formally as

¢*X = Tro((1® W,)S* (X @ F,)S) (0.5.18)

More precisely, we have proved that the partial trace mapping T'r,, when defined
by (1.4.14), can be extended to the operators (1@ W,)S* (X ® F,)S (which need
not belong to B(H ® H,)1), and that (1.5.18) holds true with this extension.
In particular, the effect F' = ¢*1 corresponding to ¢ is given explicitly by

F= T'ra(l X Wa)ﬁ*(l X Fa)ﬁ) (0519)

Egs. (1.5.18) and (1.5.19) are not very useful in practice, however, and shall
thus not be discussed further.

?The results obtained so far are summarized and extended by
Theorem 2 (Second Representation Theorem):

Let H, be a (finite-dimensional, separable or even non-separable) Hilbert space,
W, a statistical operator and F, an effect operator on H,, and S a unitary
operator on H ® H,. Then

¢T = Tr,((1® F,)S(T @ W,)S*) (0.5.20)

with T € B(H); arbitrary, defines an operation ¢. With F, = 1, — F,,7the
operation ¢’ defined by

¢'T =Tro((1® F)S(T © Wy)S*) (0.5.21)

is complementary to ¢, and the non-selective operation b=+ @' ?associated
with ¢ and ¢’ is given by

¢T = Tro((S(T © W,)S™) (0.5.22)

Vice versa, given any two complementary operations ¢ and ¢’ on B(H )1, there
exist a Hilbert space H,, operators W, € K(H,), F, € L(H,), and a unitary
operator S on H ® H,, such that ¢, ¢’ and (;~5 = ¢ + ¢’ are represented by Egs.
(1.5.20), (1.5.21) and (1.5.22), respectively. One may also require, in addition,
that H, is separable, W, a pure state (i.e., a one-dimensional projection oper-

ator), and F, a decision effect (i.e., a projection operator).
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Proof: The first part of the theorem has already been proved. (Note that the
dimension of H, in the above model was arbitrary.) To prove the second - and
more interesting - part, we start from the representations (1.3.19) and (1.3.20)
of ¢ and ¢/,

¢T = > ATA; . ¢T=> ATA; (0.5.23)

keK keK’

as provided by Theorem 1’, and construct the Hilbert space H, and the oper-
ators Wy, F, and S explicitly. For the sake of definiteness, the index set J, of
which the sets K and K’ occurring in (1.5.13) are complementary subsets, is
taken to be J = {1,2,...}. This can be done without loss of generality by setting
Ay =0 for k > N if the original index set J was finite, J = {1...N}.

Take for H, a separable Hilbert space with orthogonal basis {¢g#|i = 0,1,2...}.
Then H ® H, = H may be decomposed, in the form

H= o (H®d¢")= & H;
i>0 i>0

into orthogonal subspaces H; = H ® g¢ isomorphic to, and therefore identified
with, H. Taking the subspace Hy = H apart, we may also write

H=H®H , H= & H, , H,=H
E>1

In the following, the indices ¢ and k are always assumed to take the values
i=0,1,2... and k = 1,2..., which somewhat simplifies the notation.

Define, in terms of the operators Ay, k = [,2... entering (1.5.23), an operator
A:H — H=&,Hy by
Af = EEAkf

(Note that, for arbitrary f € H, Axf € H = Hy). Eq. (3.18) of Theorem 1’
then implies

(Af, Ag) = (Axf, Arg) = Y (f, AjArg) = (9, 9)

k k
ie., A is isometric, with operator norm ||A|| = 1. Its adjoint A* : H — H,
defined by A R
(fLA°f) = (Af. ]) (0.5.24)
for all f € H and f € H, is also bounded, with
. fA°F Af.J
a7 = sup WA LD gy

AT A

Isometry of A implies

A*"A=1 , AA*=FE (0.5.25)
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with some projection operator Fon H. Indeed, A*A: H — H and?AA* : H —
H are obviously self-adjoint, and A*A = 1 since

(f,A"Ag) = (Af, Ag) = (f,9)

thus R .
E? = AA"AA* = AA* = E
Explicitly, A* is given by

A" Opfr — ZAka (0.5.26)
k
for arbitrary @ f, € H (ic., fr € H, 3, | f]|? < 00), since then

(A" (®xfi), f) = (ZAka,f)> => (fr> Acf)
K

k
= (OrSfr, OrArfr) = (Orfr, Af)

i.e., (1.5.26) is satisfied.

Vectors f e H=H ® H may be represented in matrix notation as

—roio (]
feros-()

with f € H and f € H. In this notation, bounded operators X on H can be
written as operator matrices,
(X Xe
(% %)

with bounded operators
X.:H—>H , Xo:H—>H , Xs:H—H , X4:H—H

so that, according to "matrix multiplication”,

_(Xif Xof
Xf_<X3f X4f>

The adjoint of X is easily seen to be
«_ (XD X3
x= (3 %)
while operator products are to be calculated by ”matrix multiplication”, pre-

serving the ordering of the (non-commuting) ”matrix elements”, of the operator
matrices.

62



We now define, in this matrix notation, the operator S on H = H ® H, by

0 A"
S = (A 1—AA*) (0.5.27)

Obviously S* = S; moreover, S is also unitary:

575 =55 =52 = (A"A A*(i— AA*)(1—AA")A AA" + (1 — AA")?)

)

Here we have used the following facts: By (1.5.25), A*A =1, 1-AA*=1-F
is a projection operator, so that

A" (I —AA") = A" — A"AA" = A" — A" =0
(1—AA)A=A—AA"A=A—A=0

and R R R
AA* 4 (1 — AA")? = AA* +1 - AA° =1

For W, we take the projection operator onto g,
Wa = 196) (961 (0.5.28)
Then we obtain, for arbitrary T'€ B(H), and f € H,
(T @Wa)(f @g5) = 6;0(Tf ®g5) (0.5.29)

Due to the isomorphism H ® H, = &,;H;, H; = H, the vectorij = f ® g§ may
also be written as @;d;; f In the above matrix notation, this means

0 )
foz(i;) , fj:(@;ﬁjkf) for >0

so that (1.5.29) takes the form

(T®Wa)f0=<T0f) , (T®Wa)fj=(8) for 7>0

Since vectors of the form ij span H, this means that T ® W, has the matrix
representation

T 0
ToW,= (0 0) (0.5.30)

Define now, for an arbitrary (finite or infinite) subset x of J = {1,2...}, a
projection operator E, on H by

. fo ithen
EK - 5 =
(%f’“) Pk > G {0 i k¢
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and two projection operators,

B2 = "lg0) gkl . E.=lg8) (95| + EL
k€Ek

on H,. Then, by arguments similar to the ones leading to (1.5.30), one easily
verifies the relations

1
1®Eg=<g ]g) , 1®E3",{:(0 g) (0.5.31)

A straightforward calculation with (1.5.27), (1.5.30) and (1.5.31) then yields
B = (1® E)S(T©Wa)S(1® EY)
= (1®Ej,)S(T®Wl)S(1® Eg )

0 0 0 0
B (0 EHATA*E,) d. (0 B> (0:5.32)

Since T' € B(H);, we have B € B(H)y, and thus Tr,B € B(H);. The par-
tial trace can be calculated by (a suitable analogue of) Eq. (1.4.14) with the
particular basis {g{} in H, used before; for arbitrary f,g € H we then get

(£, TraBg) =Y ((fl®g$), Blg® g})) (0.5.33)
§>0

As above, we have in matrix notation

a_ (9 a_ 0 ‘
9®90<0> ) g®gj(@k5jkg) forj>0

and similarly with f instead of g. Thus (1.5.32) and (1.5.33) lead to
(f, TraBg) =) ((%%‘kf) B (625%9))

3>0

=> (A*E} (@@-kf) TA"E, (ekaajkg»

§>0

By definition, E,. reproduces @Ko f if 7 € k, and annihilates it if j ¢ k.
Therefore the operators E,, may be dropped in the last expression, if the sum
over j is restricted to the index set k. Eq. (1.5.26) implies

A (@ous) = 431
so that, finally

(f.TroBg) = S (A3 £, TA3g) = S (. AT Azg)

JER j€ER
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TroB =Y A;TA; (0.5.34)
JEK
(Note that, as shown in Section 3, the sum in (1.5.34) is convergent also in the
case where « is infinite, since ), A7 Aj = 1).

On the other hand, by the definition (1.5.32) of B, and since S* = S, we also
have

TroB=Tr.((1® E)S(T @ W,)S")
= tra((l ® E(l)l,n)ﬁ(T ® Wa)ﬁ*) (0535)

Here we have also used Eq. (1.5.15) to bring the last operator 1® £ or?1® Ef .
under the partial trace to the left, where it can be omitted since Ej and Ej
are projection operators. Comparing Eqgs. (1.5.34) and (1.5.35), we now see
that we obtain the required representations (1.5.20) and (1.5.21) of ¢ and ¢’ by
taking either

F,=E} , F,=Ejg

or
_ a /! la
FG*EO,K ’ Fa*EK

(By (1.5.35), it does not matter which of these we choose.) Since K U K’ =
{1,2,...}, we have in both cases

Fu+Fp=> gt (il +196) (961 + > lgi) (gt
keK keK'’

= o) (g1 = 1a

i>0

As announced in the theorem, the operators F; constructed here are projection
operators, and W, as defined by (1.5.28) describes a pure state.

We finally remark that the above construction, obviously, could also be carried
through with a Hilbert space H, of finite dimension N 41, if the set of operators
Ay, k € J entering (1.5.23) is finite, i.e., J = {1...N}.

The theorem just proved allows some conclusions, which shall be discussed now.

We have shown, first, that our quantum mechanical model of an effect appara-
tus and its interaction with microsystems indeed describes the measurement of
an effect F' € L(H) and the two complementary operations ¢ and ¢’ associated
with this measurement. Conversely, according to the second part of the theorem,
any pair of complementary operations ¢ and ¢’ could be "realized”, at least ”in
principle”, by a suitable apparatus of the type considered, which interacts with
the microsystem in an appropriate way - i.e., formally, by an appropriate?choice
of the state space H,, initial state W, and ”pointer” effect F, of the apparatus,
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and of the scattering operator S on H ® H,. This, clearly, does not prove that
such an apparatus with the required interaction could be actually constructed
in the laboratory. In?view of the internal consistency of quantum mechanics it
is, nevertheless, quite satisfactory that the simplest possible concrete model of
yes-no measurements already reproduces the very general class of operations, as
introduced in a much more abstract way in Section 2.

Besides this, Theorem 2 provides additional support for our assumption that
not only projection operators E, but rather all operators F € L(H) describe
possible yes-no measurements. Indeed, even if one insists in ”conventional”
quantum mechanics for the model apparatus by postulating that the ” pointer”
effect F, is always described by a projection operator, the effect F' measured
by such an apparatus need not be a projection operator. On the contrary, ev-
ery effect operator F' € L(H) can also be measured ”in principle” by such a
”conventional” apparatus, according to the last part of Theorem 2. Moreover,
the operations ¢ performable by such model apparatuses are also completely
general, so that conceivable additional restrictions on ¢ (as, e.g., the condition
@*F = F for measurements of the first kind) cannot be justified in this way
either. (Likewise, the classes of effects F' and operations ¢ described by the
model are independent of whether or not only pure states are admitted as ini-
tial apparatus states W,. But a restriction to pure states W, would not look
very natural anyway, in view of the macroscopic nature of the apparatus).

It is frequently claimed that state changes due to measurements - and, in par-
ticular, the "wave packet reduction” formulae (1.2.8) and (1.2.9) - can not be
explained by quantum mechanics. One argues, for instance, that time evolution
in quantum mechanics (as described, e.g., by the Schrodinger equation for the
state vectors in the Schrodinger picture) always transforms pure states into pure
states, whereas the operation (1.2.9) transforms most pure states into mixtures.
Theorem 2 shows that this reasoning is unfounded. Not only the particular cases
(1.2.8) and (1.2.9), but in fact every pair of complementary operations ¢ and ¢’
can be reproduced by a suitable quantum mechanical model of the measuring
process. In these models, the non-selective operation é = ¢ + ¢’ simply results
from the interaction of the microsystem with the apparatus during a certain
interval of time. (Note that, by (1.5.22), ¢ is independent of the choice - or even
the existence - of the effect F, describing the "reading” of the apparatus.) Dur-
ing this interaction interval the microsystem is an open system, and thus its time
evolution can not be described by the usual formalism, which applies to closed
(isolated) systems only. Therefore the argument quoted above is misleading;
indeed, as shown here, the time evolution of the composite system apparatus
plus microsystem - which is again a closed system, and is described here in the
Dirac picture - leads to a state W°** whose reduction to the microsystem is just
the state QNSW We have shown, moreover, that the selective operations ¢ and
¢’ can be also understood in terms of conventional quantum mechanics. Since
measurements in, e.g., the state W = oW /tr(¢W) produced by ¢ are always
preceded by the reading of the apparatus effect Fy, one is in fact dealing with
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correlation measurements on a composite system. In our model, the operations
¢ and ¢’ just provide a convenient "shorthand” description of such correlation
measurements. This description is obtained, as in the case of ¢, when the appa-
ratus variables are eliminated with the help of the partial trace?mapping Tr,,.
We may thus conclude that, contrary to a wide-spread belief, state changes of
the type (1.2.8) and (1.2.9) can be perfectly well understood, if quantum me-
chanics is assumed to be valid also for measuring instruments.

Our model also illustrates in a simple way the physical meaning of complete
positivity. An operation ¢ as given by Eq. (1.5.10) above is completely pos-
itive, if the mappings ¢ of B(H ® H); into itself described by Eq. (1.5.11)

are positive for arbitrary(and, in particular, for all finite-dimensional) Hilbert
spaces H. Comparing now Egs. (1.5.10) and (1.5.11), one immediately real-

izes that ¢ may also be interpreted as an operation performed by the model
apparatus f, but now acting on a composite microsystem which consists of two
noninteracting subsystems I and I with state spaces H and H, respectively,

and is thus described in the state space H ® H. The model apparatus f is the

same in both cases, since the state space H,, the initial apparatus state W, and
the "pointer” effect F, are identical in Egs. (1.5.10) and (1.5.11). Moreover,
the unitary operator in (1.5.11) describing the ”scattering” between the com-
posite microsystem I + I and the apparatus f is given by S®1. Obviously this

means that, first, the apparatus interacts only with subsystem I while leaving
subsystem I unaffected, and second, that the interaction between subsystem
I and the apparatus is independent of whether or not subsystem I is present,
since the resulting ”scattering” is described in both cases by the same operator
S on H® H,. This interpretation of Eq. (1.5.11) in terms of our quantum
mechanical model is therefore in full accordance with the physical meaning of
the mappings ¢, as discussed in detail in Section 2.

In spite of its considerable heuristic value, however, one should not overesti-
mate the physical significance of the model. There are good reasons to doubt
that quantum mechanics in its present form is the appropriate theory of macro-
scopic systems like, e.g., measuring instruments. Quantum mechanics describes
a macroscopic body as a composite system consisting of (at least) about 10%*
atomic subsystems. This is a highly redundant description, since the overwhelm-
ing majority of ”observables” of such a complex system are neither observed in
practice (and perhaps not even observable at all, since their measurement might
require ”instruments” exceeding the size of the universe), nor really significant
for the actual behavior of the system. The latter should rather be describable
in terms of a much smaller set of observables, usually called the ”macroscopic”
ones, which are relatively easily measurable and have suitable ”classical” prop-
erties. Although numerous attempts have been made to incorporate such ideas
into quantum mechanics, the resulting theories can not yet be considered to
yield a fully satisfactory description of macroscopic systems, in spite of some
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partial successes.

But even if quantum mechanics were literally true for macrosystems, our model
would still be oversimplified in many cases of practical interest. For instance,
every real measuring instrument contains electrons. If now the microsystem
contains electrons, too, or is itself an electron, then the tensor product H ® H,
is not the appropriate state space for the combined system, since all state vectors
have to be totally antisymmetric with respect to permutations of the electrons.
In view of all this, our quantum mechanical model of the measuring process
should really be considered as a model only, rather than as a complete and re-
alistic description of actual measurements.

There are also applications of Theorem 2 which do not presuppose the validity
of quantum mechanics for macrosystems. In such applications, the system de-
scribed in the state space H, is also a microsystem, rather than a macroscopic
apparatus f.

Denote by s and a the microsystems with state spaces H and H,, respectively,
and assume that, when put together, they form a binary scattering system s+a.
If N pairs s+ a are prepared in an uncorrelated incoming state W @ W, = W',
their state after the scattering is W°“* = SW'™S* with a unitary scattering
operator S on H ® H,, as above, and thus the N systems s are finally in the
state W = Tr,W°". Keeping the initial state W, of system a fixed while vary-
ing W, this procedure yields again a nonselective operation ¢ : W — W for
the system s, as described by Eq. (1.5.22) of Theorem 2. Moreover, the N
systems s can also be separated into two complementary ensembles, if they are
selected with respect to the outcomes ”yes” or "no”, respectively, of a yes-no
measurement F, performed at subsystem a of each pair s + a after the scat-
tering. One then concludes as above that?these two subensembles are in the
states W = ¢W/tr(¢W) and W' = ¢'W/tr(¢'W), with ¢ and ¢’ given by
Egs. (1.5.20) and (1.5.21) of Theorem 2, and consist of Ny = tr(¢W) - N and
N_ =tr(¢/W) - N systems,respectively.

An 7indirect” measurement of this type, therefore, also yields two complemen-
tary operations ¢ and ¢’ and a measurement of the corresponding effect F' = ¢*1
on system s. The combination of a preparing instrument w, for systems a in
the state W,, a single system a prepared by w,, and an effect apparatus f,
measuring the effect F,, on system a but insensitive to system s, may be con-
sidered together as a single effect apparatus f, to be applied to a single system
s in the following way: release the system a from w,, let it be scattered at the
system s, then apply the apparatus f, to a, and read on f, the outcome ”yes”
or "no” of the experiment. Then, as shown above, this composite apparatus f
measures the effect F', and may be used to perform the operations ¢, ¢’ and
¢Z = ¢+ ¢ at system s. Again the effect I’ will in general not be described by a
projection operator, regardless of whether or not this is true for F,. Since such
indirect measurements are not uncommon in practice, this shows once more
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that a restriction to projection operators as describing yes-no measurements is
unnatural, and may in fact lead to internal inconsistencies of the theory.

It has even been argued ([13], Ch. 11) that typical measuring instruments always
contain a suitably prepared microsystem a (a ”trigger”), which first interacts
with the observed system s, and afterwards eventually triggers some observable
change on the remaining macroscopic part of the apparatus (the ”amplifier”).
Taking this for granted, we could describe the interaction between a and s as a
scattering process, and consider the "amplifier” as an effect apparatus f, mea-
suring a certain effect F, on the ”trigger” a, thereby arriving at exactly the
situation considered above. Whether or not such a description of the quantum
mechanical measuring process is sufficiently realistic and really helpful for a
deeper understanding, shall not be discussed here, however.

0.6 Coexistent Effects and Observables

A set of effects, C C L(H), is called coexistent - or: a set of coexistent effects - if
all effects F' € C' can be measured together by applying a suitable apparatus to
single microsystems. Such an apparatus - abbreviated here by the label ¢ - may
be visualized as having several "output channels”, one for each effect F' € C,
whose outputs are either ”yes” or ”"no”, and which respond with the appropri-
ate relative frequencies to ensembles of microsystems; i.e., if the apparatus c is
applied successively to N >> 1 systems in a state W, then the output channel
corresponding to the effect F' € C gives the output ”yes” in tr(FW)N cases.
The apparatus ¢ may thus be considered as a combination of effect apparatuses
f, which perform the joint measurement of all effects I’ € C' when the combined
apparatus c is applied to a single microsystem.

In conventional quantum mechanics only decision effects (projection operators)
are considered, and coexistent sets of decision effects are usually called com-
mensurable. (Ludwig [2] defines ”commensurability” with a slightly narrower
meaning; finally, however, this turns out to be equivalent to ”coexistence”). It
is one of the most characteristic features of quantum theory, as compared to
classical theories, that there are sets of decision effects which are not commen-
surable. We want to investigate now the corresponding problem for arbitrary
effects. The notion of ”coexistence” as defined above is due to Ludwig [2]).

Commensurability in quantum mechanics is often considered - expressis ver-
bis, or at least tentatively - as synonymous with ”simultaneous” measurability.
Nothing of this sort is implied, however, by the above definition of coexistence;
neither the interactions of the microsystem with all parts of the ”composite”
apparatus ¢, nor the responses of the different output channels need be ”simul-
taneous” in any sense. This may be illustrated by a simple example. Consider
two effect apparatuses f and g which, when applied separately, would measure
the effects F’ and G, respectively. Assume that the measurement with the appa-
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ratus f is performed earlier than the measurement with the apparatus g. (Note
that the times of application are included in the specification of the effect appa-
ratuses f and g. What actually is relevant here are the time intervals /¢ and I,
during which the microsystem interacts with the apparatuses f and g, respec-
tively; we assume that the whole interval Iy is earlier than I;). Assume also
that the apparatus f acts non-destructively, and that the apparatuses f and g
do not occupy the same region in space. Then both apparatuses f and g can be
put together, and applied successively - first f, than g - to single microsystems.
The combination f + g may be considered as a single apparatus c¢. Having, by
construction, two different ”output channels”, this apparatus c is expected to
measure two coexistent effects F; and F5.

These effects F; and F5 are easily determined. To do this, we calculate the
probabilities for the triggering of the two ”output channels” - i.e., of the parts
f and g of the apparatus ¢ - by microsystems in an arbitrary state W. When
c is applied successively to N >> 1 systems in this state, these systems first
interact with the apparatus f, triggering it in ¢r(FW)N cases. After this, with
q/; denoting the nonselective operation performed by f, the N systems are in
the new state W = ¢W, therefore triggering the apparatus ¢ in tr(GVV)N =
tr(G - oW)N = tr(¢*G - W)N cases. Since, therefore, the probabilities in ques-
tion are tr(FW) and tr(¢*G - W), the effects measured together by ¢ are

Fi=F , F,=¢G (0.6.1)

According to our definition, these two effects are coexistent - but, obviously,
they are not measured ”simultaneously”.

If, in particular, both F' and G are decision effects,
F=E , G=E
and the apparatus f performs an ”ideal” measurement (cf. (1.2.9)),
oW = EWE + E'WE'

with B/ =1 — E, then (1.6.1) reads

Fy,=FE+E°’E=(E+F)E=E (0.6.2)
Vice versa, if F5 is a projection operator, the same is true for H = Fho F = EEE
since, by (1.6.2), F5 commutes with E, and the product of commuting projection
operators is again a projection operator. The operator

A=FEFE - EFE

then satisfies
A*A=FEFEE - EFEEEE=H - H?>=0
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which finally implies
0=A=A"=A"—-A=|[E, F]

As a 7physical” example, consider two counters, occupying the spatial volumes
V1 and V5, and operating at times ¢; and ¢t > ¢1, respectively, therefore measur-
ing - when applied separately - the characteristic functions

E=xn(X(t)) , E=xnXt))

of the position operators X(t) at t = ¢; and t = t5. But position operators at
different times, and thus also E and E, do not commute. When applied after
the first one, therefore, the second counter measures an effect F» which is not a
decision effect. (Our assumption that the counters perform instantaneous and
"ideal” measurements will not be satisfied by actual counters, however. A more
realistic description of counters - if possible at all - would be much more in-
volved, and most likely would show that even a single counter does not measure
a decision effect).

On the other hand, if two projection operators E and E commute, they can be
measured together - at least ”in principle” - by an apparatus of the type con-
sidered, and therefore should describe commensurable decision effects. Indeed,
commutativity is well known to be necessary and sufficient for the commensura-
bility of decision effects in quantum mechanics. A complete and rigorous proof
of this criterion will be presented below.

In order to obtain a general coexistence criterion, we first consider the case of
two effects, F; and F5. They are coexistent if and only if there exists an ap-
paratus ¢ yielding, when applied to a single microsystem, two outputs - both
either "yes” or "no” - which can be considered as results of measurements of F}
and Fy . For the sake of brevity, these two outputs are simply called 1 and 2
here.

By adding some wiring and electronics, the apparatus ¢ can be modified to yield
additional yes-no outputs besides 1 and 2; e.g., an output 1’ = ”"not 1”7 which
is "yes” if output 1 is "no”, and vice versa; an output 1 A2 = "1 and 2” which
is ”yes” if and only if both outputs 1 and 2 are "yes”; and an output 1v2="1
or 2”7 which is ”yes” if and only if at least one of the outputs 1 and 2 is ”yes”.
The technical realization of the corresponding new output channels in terms of
the already existing channels for the outputs 1 and 2 is well known to every ex-
perimentalist. This procedure can be further continued, thereby leading also to
new outputs which look somewhat more complicated when expressed in terms
of the original outputs 1 and 2.

As is also well known (and obvious from the given examples), the operations

with outputs characterized by the words "not”, "and” and ”or” satisfy the rules
of ordinary logic, i.e., the calculational rules of a Boolean algebra. (Therefore
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we have already introduced the?usual symbols ’ for "not”, A for "and” and vee
for 7or”). With «, S, v, etc. denoting arbitrary outputs, the most important
calculational rules are:

ahNa=a,aANB=FNa, (aAB)Ay=aA(BA7)
and analogous rules with Vv for A;

(CW)/ =a, (a\/ﬂ)/ —a /\ﬂ/ , (a/\ﬁ)’ — o \/6/ (063)
aANd =0, ava =1, arN]l=aVil=a«a
" (BVy)=(anp)V( )
an V)= (aA V(a Avy
av(ﬁ/\y):(a\/ﬁ)/\(a\/,y)} (0.6.4)

(the distributive laws). In (1.6.3) there occur the two ”trivial” outputs: I,
which is always ”yes”, and () = I’, which is always "no”. Corresponding output
channels are also easily incorporated in the given apparatus.

Starting from the original apparatus ¢ with only two output channels, well-
known technical manipulations as symbolized by ’ , A and V thus lead to mod-
ified apparatuses with additional output channels. This ”enlargement” of the
apparatus, when pursued far enough, comes?to a "natural” end, however, lead-
ing finally to an apparatus b which, in each single experiment, yields the 16
outputs
1,2,1,2
1A2, 1A2 , A2, UA2
AA2)v (' A2), 1IA2)V (' A2)
1v2, 1v2 [ 1'v2, 1'v2

I,0 (0.6.9)

) ) )

By using the calculational rules (1.6.3) and (1.6.4) one easily checks that any
further application of the operations , A and V to these 16 outputs does not
enlarge the given list, so that a further enlargement of the apparatus would
not really yield new outputs, but merely duplicate already realized ones. (For
instance,

(1n2) =1v2

IA(AA2Y)VA'A2)=0AAA2) V(AL A2)
=(1A2)VD=1A2

MA2)vV(A'A2)y=1"A02Vv2)=1AT=1

etc.) Being thus closed with respect to the operations ' ; A and V, the set B of
the 16 outputs (1.6.5) to (1.6.9) is a Boolean algebra. As all outputs on o € B
are obtained by applying these operations to the outputs 1 and 2, B is in fact
the smallest Boolean algebra containing the outputs 1 and 2 - i.e., the Boolean
algebra generated by them.
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The 16 output channels corresponding to the outputs (1.6.5) to (1.6.9) look
different from each other when realized technically by connecting the original
outputs 1 and 2 with suitable (e.g., electronic) devices. Therefore we treat here
the outputs themselves also as different. In particular cases it may happen,
nevertheless, that some of these outputs coincide (i.e., are either all "yes” or

all "no”) in every single experiment. For instance, the effects F; = F and
F, =1—F = F' are coexistent for every F' € L(H): If an effect apparatus
f with yes-no output on measures F, then the output o’ = ”"not a” of the

same apparatus may be used to measure F’'. A corresponding second output
channel may thus be added to the apparatus f, so that f?becomes an apparatus
¢ yielding two outputs, 1 = « for F; = F, and 2 = o for F, = F’. This
apparatus ¢ may then be further enlarged, as described above, to an apparatus
b with 16 different output channels. It is obvious, however, that the outputs 1’
and 2 of this apparatus b always coincide. In such cases, one might be tempted
to identify coinciding outputs, thereby arriving at smaller Boolean ”output”
algebra, which may also be realized technically by an apparatus b with less than
16 different output channels. (In the example just considered, the identification
1" = 2 reduces the list (1.6.5) to (1.6.9) to four different outputs, 1, 1’, I and 0,
so that only the two ”trivial” output channels have to be added to the apparatus
¢). Our decision to treat all outputs (1.6.5) to (1.6.9) as formally different has
, however, the advantage of yielding the same ”universal” Boolean algebra B
also in such exceptional cases.

Two outputs o and 3 satisfying o A 8 = @ are never both "yes” in a single
experiment, and therefore are said to exclude each other. (e.g., the four outputs
(1.6.6) mutually exclude each other). In this case, oV actually means ”either «
or 37, and shall be written aV3 when we want to stress this narrower meaning
of 7or”. (We shall, however, not use this notation aVf for ”either a or 3”
=(aVBA(VE)=(aAB)V(aAPB)) in cases with a A 8 # . Such an
output, with « = 1 and 8 = 2, is listed above under (1.6.7)). More generally,
an output of the form a; V asg V ........ V ay,, with ag...... a,, pairwise excluding
each other, is also written a;VasV........ Vau,, and is called the disjoint union of
the effects aj...... . This generalization from n = 2 to n > 2 is natural since,
by (1.6.4),

a1 A (g V... Vag) = (a1 Aaa)V,,,,,,, V(iar Aay)

and thus
a1 A(ag V... Vag)=aViag V ..... Voay), ete

When an apparatus b of the type considered has been applied to a single mi-
crosystem, each one of its 16 outputs on a € B can be considered as the result of
a yes-no measurement - i.e., the result of measuring a certain effect F,, € L(H)
- on the given microsystem. The apparatus b thus measures together all these
effects F,,, o € B, which form a certain subset B of L(H). As a # 3 does not
necessarily imply F, # Fj, B contains at most 16 different effects, but possibly
fewer. (In particular, two coinciding outputs - as in the example discussed above
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- clearly correspond to the same effect. But even if two outputs do not coincide
in every single experiment, the corresponding effects may nevertheless be equal,
as we shall see later on). The set B of effects is coexistent, by definition, and it
contains the original coexistent effects F; and F5 corresponding to the particu-
lar outputs 1 and 2, respectively. Therefore we call B a coexistent completion of
the original coexistent set of effects {F1, Fu}; the apparatus b is said to realize
this coexistent completion B of {Fy, F»}.

Although the joint measurement of all effects F, € B is most easily visualized -
and therefore has been discussed here - in terms of such an ”enlarged” appara-
tus b, the actual construction of this apparatus b is not really necessary for this
purpose. The ”trivial” outputs I and () are already fixed prior to any measure-
ment, and all "nontrivial” outputs on « € B, as listed above under (1.6.5) to
(1.6.8), can be calculated from the two outputs 1 and 2 of the original apparatus
c. (For instance, if the application of this apparatus ¢ to a single microsystem
yields ”yes” for output 1 and "no” for output 2, the outputs 1 A2 and 1’ A2’ in
(1.6.6) are ”no”, therefore the output (1 A2)V (I’ A2') in (1.6.7) is also "no”,
etc). Therefore the original apparatus ¢ already measures, at least implicitly,
all effects F,, € B.

The correspondence between outputs a € B and effects F,, € B defines a map-
ping F : @« — F,, of B onto B C L(H). The properties of this mapping F
are immediately obvious from its physical meaning. First, obviously, the trivial
outputs I and @ correspond to the trivial effects represented by the operators 1
and 0, respectively:

Fr=1 , F=0 (0.6.10)

Second, for mutually exclusive outputs o and 8 the probabilities for aVvVs =
7either o or 5”7 to be "yes” must behave additively; i.e.,

tr(FoygW) = tr(FoW) + tr(FpW)
for arbitrary states W, which implies
Foup = Fo + Fp (0.6.11)
This can be easily generalized to disjoint unions of n > 2 outputs in the form
(0.6.12)
Finally, since a A o/ = and aVa' = I for all a, (1.6.10) and (1.6.11) imply
Fy=1-F,=F), (0.6.13)

i.e., F,, coincides with the effect F/ = "not F,” introduced in Section 2,?as
expected.

For arbitrary outputs a and 8, (1.6.12) and the relations
a=(@AB)V(anp) , B=(aAB)V( AB)
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and
aVp=(anp)V(anp)V(a’ APp)
imply a generalization of (1.6.11),
Fovg=Fo +Fg — Fonp (0.6.14)
In particular, we get from this
Fovg=Fo+Fg if Forp=0 (0.6.15)

Since Foag = 0 means that the outputs a and § are never found to be both
"yes”, (1.6.15) has the same physical background as (1.6.11), but (1.6.15) is
somewhat more general, because on a A § = () implies F,rs = 0 but not vice
versa. We leave it to the reader to derive a generalized version of (1.6.15),

Fal\/ ...... Va, — Foq 4+ ...... +Fan Zf Fai/\ak =0 fOT Z# k

Since all properties of the mapping F : a — F,, listed so far follow from (1.6.10)
and (1.6.12), these two requirements are sufficient to characterize F. (Actually,
(1.6.11) and one of the two equations (1.6.10) would also be sufficient).

The physical meaning of the effects F,, € B follows immediately from the in-
terpretation of the corresponding apparatus outputs on o € B. For instance,
the effect Fyao is triggered on the apparatus b if and only if both F} and F;
are triggered, and may therefore be called ”F; and Fy”. (We have already
used this terminology, for the particular case of subsystem effects, in Section
4) Similarly, e.g., Fl/, Fl\/g, and F(l/\2’)\/(1’/\2) may be called "not F1”, " Fy or
F5”, and either F} or Fy”, respectively. This notation should not be misun-
derstood, however, to mean that "not”, "and” and "or” as used here represent
well-defined calculational rules for effect operators, which would permit to cal-
culate the effects Fi,» = "not F,”, Fong = "F, and Fg” and F,y3 = "F, or
Fg” directly and uniquely from the operators F, and Fjz. This is only true for
"not”, according to (1.6.13). If there were corresponding rules also for ”and”
and ”or”, their successive application - together with (1.6.13) - would allow one
to calculate uniquely all operators Fao € B from Fy and Fy. (In fact the exis-
tence of one additional rule would suffice, since (1.6.14) already allows one to
calculate Fiyvg from F,,p and vice versa.) However, as we shall prove later on,
the effects F} and F5 do not in general uniquely determine the remaining effects
F, € B. Thus neither "and” nor ”or”, when used as above, represent unique
calculational rules for (coexistent) effect operators.

The preceding discussion yields the following necessary condition for the coex-
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istence of two effects F; and Fj:

There exists a mapping F: « € B — F,, € B, sa-
tisfying (1.6.10) and (1.6.12), of the Boolean alge-
bra B generated by two elements 1 and 2 (cf.)
(1.6.5) to (1.6.9)) onto a set B of effects, such (1.6.16) (0.6.16)
that B contains the effects F; and F5 as images
under F of the particular elements 1 and 2 of B,
respectively.

The Boolean algebra B is considered here as the abstract algebra generated by
two elements 1 and 2, its internal structure being indeed independent of any
more specific interpretation of its elements. Condition (1.6.16) is thus a purely
mathematical one, not referring any more - as the original definition of coexis-
tence did - to the existence of a measuring apparatus for the joint measurement
of Fy and F,. Nevertheless, condition (1.6.16) can be interpreted to mean that
one can at least imagine the existence of such an apparatus, which - when suit-
ably extended - has the elements or a € B as outputs, and measures together
all effects F,, € B. We go beyond this interpretation by assuming condition
(1.6.16) to imply that such an apparatus b cannot only be imagined but really
constructed (at least ”in principle”, as theorists usually add). We thus consider
condition (1.6.16) also as sufficient for the coexistence of Fy and F5. The set of
effects B occurring in (1.6.16) may then be interpreted as a coexistent comple-
tion of the set {Fy, Fp}, as realized by the apparatus b.

The choice of (1.6.16) as a necessary and sufficient coexistence condition is mo-
tivated by the following arguments. First, no other condition has ever been
proposed. Second, (1.6.16) has a simple physical background, and its mathe-
matical form can also be simplified considerably (see below), so that it is simply
applicable as well. Third, if (1.6.16) is satisfied, one may explicitly construct
a quantum mechanical model of an apparatus b for the joint measurement of
Fy, Iy and all other effects F,, € B. Last but not least, when applied to deci-
sion effects, (1.6.16) reproduces the well-established commutativity criterion of
conventional quantum mechanics. Before discussing such specific applications
of (1.6.16), however, we shall first transform it into an equivalent but much
simpler condition.

In this connection the four particular elements
1A2 , 1A2 , 1'A2 , 1'A2

of B, listed above under (1.6.6) and excluding each other pairwise, play a decisive
role. Every element on o € B can be represented in a unique way as a disjoint
union of n < 4; elements of this particular kind: n = 0 yields a« = 0; n = 1
yields the four elements (1.6.6) themselves; for n = 2 we get the two elements
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(1.6.7) and the four elements (1.6.5) - the latter, because

(AA2)V(IA2)Y=1A(12V2)=1AT=1
AA2VAI'A2)=(AV1I)A2=TA2=2 (0.6.17)

etc.; for n =4 we get

(IA2V(I A2 (T A2V A2)
=1A@RV2)vA'A@RV2)=1Vvl =1 (0.6.18)

so that, finally
(AA2)VIAA2WA'A2)=(1"A2) =1V2

etc.; i.e., n = 3 yields the remaining four elements (1.6.8) of B. (In the last
equation, we have used (1.6.18) and the fact that V3 = I implies 8 = o).

Consider two effects Fy and F» satisfying the coexistence condition (1.6.16).
Then there exist four effects,

Fio=Fipna , Fiy =Fiay
0.6.19
Fro=Fupy , Fro =Fuay } ( )
the images under F of the four elements (1.6.6) of B. Eqgs. (1.6.17) and?(1.6.18),
together with (1.6.10) and the additivity property (1.6.12) of the mapping F,
imply
Fio+Fo=F , FiotFo=FK (0.6.20)

and
Fio+ Fio + Fro + Fro =1 (0.6.21)

More generally, since an arbitrary element o € B is a disjoint union of n < 4
elements §; from (1.6.6), (1.6.12) implies that the corresponding effect F, is
the sum of the n effects Fj, from (1.6.19). The mapping F : B — B is thus
completely specified if the four effects (1.6.19) are known. Actually it suffices to
know three of them, e.g., Fi2, F1o, and Fyo. They satisfy, because of (1.6.21)
and Fy/ o > 0,

Fio+ Fior + F1o <1 (0622)

and the missing fourth effect Fy/ o/ is obtained from (1.6.21):
Fro =1~ (Fi2 + Fio + Fir2) (0.6.23)

(Eq. (1.6.23) immediately implies Fy o < 1 and - with (1.6.22) - also Fy/ o > 0;
thus it really defines an effect).

We have thus shown that, if two effects F; and F, are coexistent according
to condition (1.6.16), there exist three effects Fia, Fio/, and Fys o satisfying
(1.6.22), such that Fy and F, may be written in terms of these three effects
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in the form (1.6.20). Assuming that, conversely, two effects F; and F5 can be
represented in the form (1.6.20)?with three effects Fio, Fio/, and Fy o satisfying
(1.6.22), we shall now?prove that F; and Fy satisfy the coexistence condition
(1.6.16).

For this purpose, we first define a fourth effect Fy: o/ by (1.6.23), so that (1.6.21)
is satisfied. Then we interpret the four effects Fi3 to F1/ 9 in accordance with
(1.6.19), as images of the four particular elements (1.6.6) of B under a map-
ping F : a € B — F, € L(H) of the type considered in condition (1.6.16). If
such a mapping F exists, then - as shown above - the images F, under F of
the remaining elements a € B may be represented as sums of the four partic-
ular effects (1.6.19). These representations can now be taken to define F,, for
arbitrary?a € B, and it only remains to show that the mapping F : « — F,
obtained in this way has the required properties. As sums of n > 4 different
operators from (1.6.19), all operators F,, are > 0, and also < 1 by (1.6.21);
therefore they belong to L(H). The validity of the first of Egs. (1.6.10) follows
from (1.6.18) and (1.6.21), whereas the second one is trivially satisfied. The
additivity condition (1.6.12) is an immediate?consequence of the explicit con-
struction of the effects F,. Finally, by (1.6.17) and (1.6.20), F also maps the
elements 1 and 2 of B into the effects F; and F5, respectively. Thus, indeed,
condition (1.6.16) is satisfied for F; and Fb.

We have thus proved that condition (1.6.16) is equivalent to the following sim-
pler coexistence criterion:

Two effects F} and Fy are coexistent if and only
if they can be represented in the form (cf. (1.6.20))
Fy=F+Fiy , Fy=F3+ s
in terms of three effects Fy2, F1o/, and F/ o satisfying
(cf. (1.6.22))
Fio+Fior +Frp <1

(0.6.24)

The physical interpretation of the four effects Fia, Fior, Fiso and Fi/ o (the
latter being defined by (1.6.23)) follows immediately from (1.6.19), and is most
easily expressed in the terminology introduced above, according to which they
may be called ” F1 and F3”,” F} and not Fy”,” F5 and not F1”, and "not F; and
not F»” = "neither F} nor Fy”, respectively. If, therefore, F; and F5 are mea-
sured together on single microsystems by a suitable apparatus, then the proba-
bility that single microsystems in state W trigger both Fy and Fj is tr(Fi2W),
whereas the probability for triggering F but not Fy is tr(Fia, W), ete. In this
sense, the operators Fio to FY/9/, describe the correlations between the results
of joint measurements of the two coexistent effects F; and F5. Generalizing a
terminology already used in Section 4, we therefore call them correlation effects.

The three correlation effects Fio, Fio/, and Fy.o/, as shown above, uniquely de-
termine all effects F,,/, & € B, and thus, among them, also the two effects F;

and Fy (cf. (1.6.20)). If, as usual, the effects Fy and F; are given in advance,
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it therefore also suffices to know besides them only a single one of these three
correlation effects, as the two others may then be calculated from (1.6.20). Since
Egs. (1.6.20) and (1.6.21) also imply

Fl/ = F1/2 + F1/2/ R F2/ = F12/ + F1/2/ (0625)
the knowledge of Fi, F5 and Fyso/, is also sufficient to calculate all effects F,.

Before drawing general conclusions, we shall first illustrate the coexistence cri-
terion (1.6.24) by the example (1.6.1), the successive application of two effect
apparatuses f and g. With ¢ and ¢ = ¢ + ¢’ denoting the selective and non-
selective operation, respectively, as performed by f, the two effects measured
together are Fy = F = ¢*1 and Fy, = ¢*G, according to (1.6.1). In this case,
the correlation effects (1.6.19) are

Fio =¢*G , Fiy = ¢*G |, Fro=¢*G , Fro =¢*G (0.6.26)

To show this, consider microsystems in a state W. They first trigger the appa-
ratus f - i.e., the effect Fy - with probability tr(FW) = tr(¢W). Those systems

which have triggered f go into the new state W = ¢W/tr(¢W), thus triggering
afterwards the apparatus g - i.e., the effect F5 - with probability tr(GW). The
probability for the successive triggering of both f and g - i.e., for the occurrence
of the effect "F) and Fy” = Fjs - is the product of these two probabilities,
tr(oW) - tr(GW) = tr(G - W) = tr(¢*G - W). This implies Fyy = ¢*G. (We
have already presented this argument in Section 2.) The remaining equations
in (1.6.26) follow similarly. Eqs. (1.6.20) and (1.6.21) are satisfied, since

Fio+ Flo =¢"(G+G)=¢"1l=F=F
Fis+ Fio=(¢"+¢")G =¢"G = F
and

Fio+ Fig + Fro+ Fro = ¢ (G+ G') + ¢"(G+ G')
I =F+F =1

(Alternatively, we could use Egs. (1.6.20) and (1.6.21) to calculate the last three
correlation effects in (1.6.26) from Fy, Fy and Fia = ¢*G, as remarked above).

We shall now derive from (1.6.24) some general results on pairs of coexistent
effects.

1. Two effects I} and Fy with I} < F, are coexistent.

To show this, take Fior =. Then, by (1.6.20), we must set Fjo = F; and
Fy9 = Fy — Fy (the latter being > 0 since Fy > Fp, and < F < 1), and
(1.6.22) is valid since Fyo+ F1o/ 4+ Fy2 = F5 < 1 The possibility of choosing
Fior = 7 F and not Fy” = 0 means that, on a suitable apparatus for the
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joint measurement of F and Fy, the occurrence of F is always accompa-
nied by the occurrence of Fy; i.e., on that apparatus the occurrence of Fy
implies the occurrence of Fj.

2. Two effects F and Fy with F; < F} are coexistent. (Note that the relation

F, < F} is equivalent to F} + F3 < 1, and is thus symmetric with respect
to F1 and Fb).

Set F12 = 0 and thus, by (1.6.20), Fo = Fy, Fi.5 = Fy; then, indeed,
Flg + F12/ + F1/2 = F1 + FQ S 1. Clearly, Flg = 0 means that F1 and FQ
exclude each other (i.e., never occur together) on an apparatus described
by this choice.

3. Two effects Fy and Fy with [Fy, F3] = 0 are coexistent.

To show this, set
Fio=FRF |, Fioo=FF, | Fuo=FF , Fuy=FF, (0.6.27)
These operators are > 0 and < 1 since, e.g.,
1/2 21/2
(f. FFf) = |RPE P

is > 0 and < || f||*> = (f,1f) for all f € H. The validity of (1.6.20) and
(1.6.21) is easily checked. As the four operators (1.6.27) commute with
each other, the same is true for arbitrary sums of them, and thus also for
arbitrary effects F, € B.

The joint measurement of F; and Fy described by (1.6.27) may be real-
ized as a successive measurement, as in the example (1.6.1) considered

above: First, apply an effect apparatus f; performing the complementary
operations

oW = FPWE? W — FMPwWEY? (0.6.28)
and thus measuring the effect ¢*1 = F}; after this, apply an apparatus
f2 measuring Fy. Then, by (1.6.1) and the fact that F; and F5 commute,

the combined apparatus measures together F; and

$*Fy = ¢*Fy+ ¢*Fy = F{ PR R + 2Ry P2
= (F\ + F))Fy = F,

as desired, while (1.6.26) - with G = F» and ¢, ¢ from (1.6.28) - immedi-
ately leads to (1.6.27).

The converse of statement 3. is not true, however:
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The operators F and F5 describing coexistent effects need not commute.

As an example, consider two projection operators E and F with?[E, E] =+
0, and set
1 1 1~
Fi=-E , F,=-FE+-F
1=35 ) 275 + 5
(Since (f, Fof) = (f, Ef)/2+ (f,Ef)/2 < ||f||? for all f € H, F, is also
an effect, i.e., < 1). Then we have

[F1, Fp] = i[E,E] #0

but as Fy < F5, F1 and F5, are coexistent by 1.. Commutativity is neces-
sary for coexistence, however, if at least one of the two effects considered
is a decision effect:

. A decision effect E; and an arbitrary effect Fs are coexistent if and only

if [Eq, F»] = 0. In this case, all operators F, in the coexistent completion
B of {E1, F2} are unique and mutually commuting; in particular, the
correlation effects are

Fio=E\Fy , Filoo =FE\F) |, Fluo=E\Fy , Fuy =E\F, (0.6.29)

To show this, we first prove a mathematical statement:

Lemma: Let F be a projection operator and F' an arbitrary operator
satisfying 0 < F < F; then FF = FE =F.

Proof: Consider an arbitrary vector f € H with Ef = 0. Then we get
IEY2f2 = (f, Ff) < (f,Ef) =0, ie., FY/2f =0, and thus also Ff = 0.
Since F(E'g) = 0 for all g € H, we get from this F(E'g) = 0, i.e.,
FE' = F(1 - E) = 0, which implies FE = F = F* = (FE)* = EF.

A part of the statement 5. already follows from 3.: If [E}, F»] = 0, then
E; and F; are coexistent, and (1.6.29) represents a possible choice of the
correlation effects (cf. (1.6.27)). Now assume F; and F5 to be coexistent.
Then, by (1620), Fy = Fis + Fior, and thus Fi5 < Fy, so that, by the
lemma,

EiFiy = FioEy = Fiy (0.6.30)

Similarly, Ef = Fyo + Frrar, (cf. (1.6.25)) leads to
E\Fiy = FipE| = Fi
from which, with E1E = E{E; = 0, we get
E\Fyo = FigEy =0 (0.6.31)

Egs. (1.6.30) and (1.6.31) show that F; commutes with F = Fja +
Fyor, and imply FyF = Fia, the first of Eqs. (1.6.29). The other three
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equations then follow from (1.6.20) and (1.6.21). With the four effects
(1.6.29), all other effects F, € B are also uniquely determined. Their
mutual commutativity follows as in 3..

As a particular case of 5., we obtain the well-known commensurability
criterion of "ordinary” quantum mechanics:

6. Two decision effects E; and Es are coexistent if and only if [F7, Es] = 0.

In this case, B consists of mutually commuting decision effects (projection
operators), F,, = F,, which are uniquely determined by E; and E5. With
the operations A, V, and ’ defined for commuting projection operators by

Ea/\Eﬁ = EaEg s Ea\/Eg = EQ+E5—EaEg s E(/l =1-F, (0.6.32)

B is a Boolean algebra, and the mapping F : B — B is a homomorphism,
ie.,

Eong=EoNEg |, Eays=FEoVEs , Eo =E, (0.6.33)

The first statement and the uniqueness of all F,, € B follows from 5. In the
particular case considered, the correlation effects (1.6.29) are described by
projection operators,

F12 = E1E2 = E12 s F12/ = ElEé = Elg/ ,etc. (0634)

They are not only mutually commuting but even mutually orthogonal;
i.e., E1oF19 = 0, etc., which, as is well known, means that they project
onto mutually orthogonal subspaces of H. Furthermore, Eq. (1.6.21),

Eig+ Eior + Eio+ Eyo =1

means that H is the direct sum of the four subspaces Ei1oH to Fyo H.
Since all operators E, € B are sums of n < 4 different projection op-
erators from (1.6.34), they likewise commute among themselves, and are
also projection operators F, - each E, projects onto the direct sun of the
ranges of the n projection operators from (1.6.34) which add up to E,.

Consider now two such operators, F, and Eg. When a and 3 are repre-
sented as disjoint unions of elements of B from (1.6.6), E, and Eg become
analogous sums of the corresponding operators from (1.6.34). As can eas-
ily be seen, a A g is the disjoint union of those elements from (1.6.6) which
occur in both o and 8 whereas aV 3 is the disjoint union of those elements
from (1.6.6) which occur in at least one of the representations of o and
B. On the other hand, since E12FE19: = 0, etc., E,Fg is the sum of those
operators from (1.6.34) which occur in both sums representing F, and
Eg, and thus coincides with E, g, whereas E, + Eg — E, E3 is the sum of
those operators from (1.6.34) which occur in E,,, Eg or both of them, thus
being equal to E,vg. (EoEps has to be subtracted from E, + Ej3 in order
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to avoid double counting of the operators (1.6.36) which occur in both
E, and E. Compare also Eq. (1.6.14)). With A, V and ’ as defined by
(1.6.32) for projection operators, we have thus proved the first two equa-
tions in (1.6.33), whereas the last one already follows from (1.6.13). The
preceding argument also yields the known geometric interpretation of the
operations A and V defined by (1.6.32): E,AEg = E,Eg projects onto the
intersection E,H N EgH of the two subspaces E,H and EgH, whereas
E,V Eg = E, + Eg — E,E3 projects onto the subspace E,H + FgH
spanned by E,H and EgH. As is also well known, E/, = 1 — E, projects
onto the orthogonal complement of the subspace F,H.

The Boolean algebra B is closed with respect to the operations A, V and
’. By (1.6.33), then, the set of projection operators B is closed with re-
spect to the analogous operations defined by (1.6.32). When applied to
mutually commuting projection operators, these operations (1.6.32) are
well known - and easily checked - to satisfy the calculational rules (1.6.3)
and (1.6.4) of a Boolean algebra, with the roles of ) and I taken by the
operators 0 and 1, respectively; e.g.,

(Ba NEg)' =1—EqEg = (1—Eqa)+ (1 - Eg) — (1 - Ea)(1 — Ep)
—F, B, E.E,=E,VE,

By (1.6.10) and (1.6.33), the mapping (F') : B — B preserves the Boolean
algebra structure; i.e., it is a homomorphism. As « # 8 does not neces-
sarily imply E, # Eg, the mapping (F') is not in general one-to-one (i.e.,
an isomorphism).

It is also well known that the operations A, V and ’ defined by (1.6.32) for
coexistent decision effects may be interpreted as ”and”, "or” and "not”,
respectively. This now follows immediately from (1.6.33) and the physical
meaning of the effects Fong, Fovs and Eqr.

. In general, the effects F,,, a € B are not uniquely determined by the two

coexistent effects F) and Fb; i.e., a given coexistent set of effects {F}, F»}
may have several different coexistent completions B.

According to 5., such non-uniqueness is possible only if neither F nor Fy
is a decision effect. As a very instructive example [1], consider the effects
1

F =-E

1
JF . B= E+F (0.6.35)

2
with a “nontrivial” projection operator E (i.e, E # 0 or 1).

Since Fp = Fy, F} and F, are coexistent, and we may take

Fis=0, andthuSFlz/:FlzéE} (0.6.36)

Fio=F=iE+FE | Fuy=0
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according to 2. On the other hand, since F; < Fy as well, we may also?set

Fiy =0 , and thus Fip = F} = 1F } (0.6.37)

Fio=F,—-F =FE | Fiy=3%E
as in 1. Finally, since [Fy, F»] = 0, a third possibility is to take

F12:F1F2:iE, F12/:F1F2/:iE (0638)
F1'2:F1,F2:F22:iE+EI>Fl’z/:F{FQIZFQFlziE .

as in 3. For the example (1.6.35), therefore, the coexistence condition
(1.6.16) may be satisfied with (at least) three different mappings F : o €
B — F, € L(H). These three mappings differ from each other not only
in yielding different effects F, for suitable o € B (e.g., for @« = 1 A 2), but
their ranges B = FB C L(H) are also different. Indeed, as can easily be
proved, the choice (1.6.36) yields the set

1 1
B=40,-E,-E+F' 1
{’2 )2 + 7}

whereas (1.6.37) and (1.6.38) lead to
1 / 1 /
B = O,iE,E,E,aE—i—E,l

and

1 1 .31 1 3
B=40,-E,-E,-E,~-E+FE -E+E,-E+F1
{74 72 74 74 + 72 + ’4 + ) }

respectively.

As shown before, the mapping F is completely determined by specifying
the correlation effects (1.6.19), and it even suffices to specify one of them
if, as in the case considered here, the effects F; and F, are also given. If,
therefore, F is not uniquely determined by F; and F3, this simply means
that the statistical correlations between the results of joint measurements
of F and F5 on single microsystems depend not only on these effects
themselves, but also on the particular apparatus used for measuring them
together. (Note that, according to our interpretation of the coexistence
condition (1.6.16), every possible choice of F should be realizable by means
of a suitable measuring apparatus.) In view of the fact that effects F' rep-
resent equivalence classes rather than particular effect apparatuses f, such
possible apparatus dependence of the correlations between coexistent ef-
fects should not be too surprising; on the contrary, one might rather be
surprised that in particular cases, as specified above in 5. and 6., these
correlations turn out to be independent of the choice of the measuring
apparatus.

For our example (1.6.35), suitable apparatuses realizing the three differ-
ent mappings F listed above can be visualized quite easily. The choice

84



(1.6.36) corresponds to the obvious and repeatedly mentioned possibility
of measuring together the two complementary effects Fy and F, = Fy:
take an arbitrary effect apparatus f; measuring Fj, and define the oc-
currence of Fy as the non-occurrence of Fj at this apparatus. Then, by
definition, F} and F» ezclude each other, i.e., F1o = 0, as in (1.6.36). To
realize the choice (1.6.37), consider an apparatus for the joint measure-
ment of F; = E/2 and the decision effect E5 = E’. These effects are
coexistent, by 5., and they exclude each other irrespective of the chosen
apparatus since " Fy and Ey” = F1E; = EE'/2 = 0, by (1.6.29). This
apparatus also measures the effect ”F; or E3” which - as ”F; and Ey”
= 0 - actually means "either F} or E3”, thus coinciding (cf. Eq. (1.6.15))
with F} + Fy = E/2 + E' = F,. Moreover, by definition, the occurrence
of Fy implies the occurrence of ”F; or Ey” = Fy at this apparatus, in
accordance with the choice Fio = 0 in (1.6.37). (Compare 1.) Finally, as
a particular case of (1.6.27), the choice (1.6.38) may be realized by the
successive application of suitable apparatuses f; and f; measuring F; and
F5, respectively, as explained in 3.

Some remarkable consequences of the possible apparatus dependence of
the correlations between coexistent effects may also be illustrated by the
example (1.6.35).

According to 2., two effects F; and Fy with F} < Fj exclude each other
on a suitable measuring apparatus. This need not be so, however, if an-
other apparatus is used. As an example, consider the two complementary
effects F; and Fy given by (1.6.35), as measured together by an appa-
ratus described by (1.6.37): In this case, the occurrence of Fy does not
exclude, but rather implies the occurrence of F5. (In view of such pos-
sibilities, it might appear a little misleading to denote the effect F’ by
"not F”. However, this expresses quite suggestively the obvious and most
"natural” possibility of measuring F” together with F', as realized in the
example (1.6.35) by the choice (1.6.36).)

If two effects F; and F3 satisfy F; < Fy, then on a suitable apparatus the
occurrence of Fy implies the occurrence of Fs, according to 1. Again this
need not be true for other apparatuses. To exemplify this, take again the
effects Fy and F3 from (1.6.35): On an apparatus described by (1.6.36),
the occurrence of F; excludes the occurrence of Fy, rather than implying
it.

Two identical effects, Fy = Fy = F, are always coexistent. According
to 1., we may choose Fior = 0, which implies Fio = F and Fyo = 0 in
this case. On an apparatus described by this choice, F; implies F» (as
Fi9 = 0), and vice versa (as Fyo = 0); i.e., F1 and F» always occur to-
gether. Such an apparatus can be realized simply by feeding the output
of an apparatus f measuring F' into two different output channels. There
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are also less trivial possibilities, however, of measuring the same effect
F' by reading two different output channels of one apparatus: Consider
again the effects (1.6.35) and an apparatus corresponding to (1.6.37) for
their joint measurement. Then the two correlation effects Fio and Fiio
both coincide with the effect F' = E /2, but rather than always occurring
together, they actually exclude each other.

Such things cannot happen, however, if at least one of the two effects F;
and F, is a decision effect, say Fy = Ey. Then, if By < Fj, Ey and F
always exclude each other: E; < Fj is equivalent to Fy < Ej, therefore
the lemma in 5. implies B} Fy = (1— E1)Fy = F,, so that Fio = E1Fy =0,
by (1.6.29). In particular, complementary decision effects E' and E always
exclude each other. Moreover, F5 implies E; if F» < E7, and E; implies
Fy if By < Fy. In the first case, the lemma in 5. yields F1Fy = F5 so
that, by (1.6.29), Fi.o = E{Fy = 0; i.e., Fy implies Fy. In the second
case, By < Fy yields Fy < EY, so that, again by the lemma, E{F} = F}
and thus, by (1.6.29), Fior = E1F} = 0; i.e., E; implies Fy. Finally, if
some apparatus performs together, when applied to a single microsystem,
two or more measurements of one and the same decision effect F, then
the results of all these measurements must be identical in every single
experiment. Indeed, if two outputs 1 and 2 of some apparatus both cor-
respond to measurements of F, ie., F; = F5 = E, then (1.6.29) implies
Fi90 = Fy9 = EE' = 0 which, as already explained, yields the desired
conclusion.

The last-mentioned property is characteristic for decision effects, i.e., if F’
is not a decision effect (F? # F), then there exists an apparatus which
performs together two F' measurements on single microsystems in such a
way, that at least sometimes the results of these two measurements are
different from each other. To show this, replace F by F in the preceding
argument, and choose the correlation effects according to (1.6.27); this
now yields Fios = Fyg = F — F? # 0, so that the probabilities for ob-
taining ”yes” in the first and "no” in the second measurement, as given
by tr(Fi W), are non-zero for suitable states W. We may express this
result more succinctly: Different measurements of the same effect F on
the same microsystem need not always give identical results unless F' is a
decision effect. In this respect, therefore, the results obtained by measur-
ing decision effects E turn out to be less apparatus dependent, and thus
appear more like "properties” of the microsystem itself, than the results
of measurements of other effects F'.

According to 5., it is sufficient for the uniqueness of the mapping F : o« —
F,, that at least one of the two effects I} and F5 is a decision effect. This
condition is not necessary, however, as shown by the following example.
Take Fy = aF and Fy, = BE’ with a (nontrivial) projection operator E
and real numbers a and f satisfying 0 < a < 8 < 1. Since [Fy, F5] = 0,
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Fy and F» are coexistent. Condition (1.6.22) may be replaced here, using
(1.6.20) and Fy2 > 0, by the stronger estimate

Fio+ Fio + Fio < F1 + Fr = OZE+6EI < B(E+E/) =p1 (0639)

The effects G; = F1 /8 = aF /B and Gy = F»/f = E’ are also coexistent,
and by (1.6.20) they may be written in the form

Gi=Gp2+Gy , Ga=Gr+Gino
with correlation effects G12 = Fi2//3, etc., which indeed satisfy
Gia+ G +Gr2 <1

according to (1.6.39). But because Go = E’ is a decision effect, the cor-
relation effect G2 is unique (cf. 6.). Therefore the original correlation
effect F15 = BG12 is also unique, which implies uniqueness of F.

. Consider, as in Section 4, a composite system consisting of two noninter-

acting subsystems I and I1. Then arbitrary pairs of subsystem effects (cf.
(1.4.10)),

Fiy=Fr®l;y , Fy=1,®F (0.6.40)

are coexistent, according to 3., and a possible choice for the correlation
effect Fi, =7 F, and F,” is, by (1.6.27),

Fyy=F\Fy=Fr @ Fp (0.6.41)

If Fy or Fyy (and thus F; or F,) is a decision effect, then (1.6.41) is the only
possible choice, thus leading to a unique mapping F : B — B C L(H).
Moreover, as discussed in detail in Section 4, the choice (1.6.41) is in a
certain sense the ”natural” one also if neither F; nor Fp; is a decision
effect, since it corresponds to the simplest and therefore most ”"natural”
possibility for the joint measurement of the subsystem effects F; and F,.
(See the derivation of (1.6.41) - which there occurs as Eq. (1.4.9) - in
Section 4).

Nevertheless, there are also pairs of subsystem effects (1.6.40) for which
(1.6.41) does not represent the only possible choice. As an example, set

1 1
I, = §E1®1H P :11®§E11

with two nontrivial projection operators E; and Ej;. In this case, we may
take

E12 = O‘(EI & EH)

with an arbitrary real o between 0 and 1/2. Egs. (1.6.20) then yield
Fio=F,—F,,and Fy4=F,— F,,; these two operators really belong
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to L(H) since, e.g.,

1
12E1 2E1 _Elz :Eu/ = 5(E1®111) _a(El®EII)

> %(EI ®1r) - (Er® Err) = %(EI ® E7) >0
Moreover, since both F'; and F, are < 1/2, we have
Fio+Fig+Fyy=F+Fy,—F, <F,+F,<1
so that (1.6.22) is also satisfied.

Besides illustrating the possible non-uniqueness of the correlations?between sub-
system effects, the above example also shows that there?may exist infinitely
many different mappings F : B — B for a given?pair of coexistent effects, as
parametrized here by the number a.?Except for the particular case o = 1/4 -
which corresponds to the?”’natural” choice (1.6.41) for F, - it is completely
unknown, however,”how apparatuses realizing all these mappings F' would look
in practice.

We conclude our discussion of the particular case of two coexistent effects F}
and Fy with the construction of a quantum mechanical model for their joint
measurement. As in Section 5, the model apparatus is described as a quantum
mechanical system with state space H, and initial state W, and is assumed to
form with the microsystem considered a binary scattering system, characterized
by a unitary scattering operator S on H = H ® H,. But now the apparatus
is assumed to have two output channels, rather than only a single one. Their
yes-no outputs have to be "read” at the apparatus after its interaction with
the microsystem. This ”reading” thus consists of two yes-no measurements per-
formed together, as described by a coexistent pair of effect operators E{ and ES
on” H,. Actually the "reading” is performed on the composite system, and is
therefore described by the two effects 1 ® Ef and 1 ® E§ on” H. As is obvious,
e.g., from the condition (1.6.24), the latter are indeed coexistent if Ef and E§
are. (The converse is equally obvious - e.g., from 6. - if F¢ and ES are decision
effects. Although, as our notation already suggests, we will assume this later
on, at the moment Ef and E$ may still be arbitrary effects).

A model apparatus of this kind measures together two effects F; and Fy of the
microsystem, defined implicitly but uniquely by the equations

tr(F;W) = tr(1®@ ENS(W @ W,)8*) , i=1lor2 (0.6.42)

with W € K(H) arbitrary. (Compare Eq. (1.5.1), and remember that the
right hand side of (1.6.42) is the probability for output 7 to be ”yes” after the
interaction of the apparatus with microsystems in the state W). As expected,
Fy and F; are coexistent. In order to prove this, we represent the coexistent
"output” effects Ef and EY in analogy to (1.6.20), in the form

E{ = EY,+ E%, , EY=E}+FE% (0.6.43)
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with four effects £} (i=1orl", j =2o0r2) describing the correlations between
the two "output” effects E{ and EY and satisfying, in analogy to (1.6.21),

Eilg + EilQ/ + Eil/Q + Eil/2/ - 1a (0644)

Corresponding effects F;; of the microsystem can then be defined, analogous to
(1.6.42), by

tr(Fi;W) =tr(1® Ef))S(W @ W,)S*) , i=1orl", j=20r2" (0.6.45)

These effects F;; have to be interpreted as correlation effects for F and Fy (cf.
(1.6.19)) since, e.g., with ¢ = 1 and j = 2, the right hand side of (1.6.45) is
the probability for the occurrence of the apparatus effect E{,, = ”E{ and not
E$” after the interaction, which - by definition of the effects Fy and Fj - is
equivalent to the occurrence of the effect ” F; and not Fy”. Eqgs. (1.6.20) and
(1.6.21) for Fy, F» and the correlation effects F;; are easily derived from Egs.
(1.6.43) and (1.6.44) and the definitions (1.6.42) and (1.6.45). (For instance,
(1.6.42), (1.6.43) and (1.6.45) lead to

tr((Fi2 + Fiz )W) = tr((1 @ [EYy + EYy])S") = tr(FAW)
for all W, which implies Fy = Fi2 + Fio/).

Now consider, conversely, an arbitrarily given pair {Fy, Fo} of coexistent effects,
and a representation (1.6.20) of Fy and F» in terms of given - but, in cases
of nonuniqueness, deliberately chosen - correlation effects F;;. We will prove
that the joint measurement of Fy, I and the given correlation effects Fj; can
be ”realized” by a model apparatus of the type considered. According to the
previous discussion, this amounts to proving the existence of a Hilbert space
H,, a state W, € K(H,), a unitary operator S on H ® H,, and four effects
E;j € L(Hy) (1 =1 or 1',j = 2 or 2) satisfying (1.6.44), such that?Egs.
(1.6.45) are satisfied with the given correlation effects F;; € L(H) and arbitrary
states W € K(H). With coexistent ”output” effects E¢ and EY defined by
(1.6.43), then, Egs. (1.6.45) and (1.6.20) imply (6.42), so that the apparatus
indeed measures F; and Fp, with correlations described by Fis, Fior, etc. As
remarked previously, this apparatus then also measures - at least implicitly - all
other effects F,, € B.

We shall assume that, as already suggested by the notation, the E}; are decision
effects. Then (1.6.44) means that the corresponding projection operators project
onto four mutually orthogonal subspaces Ej;H,,and H,, is the direct sum of the
latter. Moreover, (6.43) defines two commuting projection operators Ef and
E¢, and we get

E{, = E{ES |, FE{y = E{Ey, etc.

in accordance with our previous results (see 6.) and with ”conventional” quan-
tum mechanics. Choosing four operations ¢;; (i =1or 1, j =2 or 2') with

¢i;1 = Fyj (0.6.46)
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but arbitrary otherwise, we replace (1.6.45) by the stronger requirements
¢ii W =Tr, (1@ Ej5)S(W @ W,)S™) (0.6.47)

(By taking the trace, (1.6.47) is easily seen to imply (1.6.45), by virtue of
(1.6.46). Being analogous to (1.5.14), (1.6.47) means that the operation ¢;;
is performed by selecting those microsystems which have triggered the effect
Ef; at the apparatus - i.e., the correlation effect F;).

We are thus left with the problem of representing four given operations ¢;;
satisfying, by (1.6.46) and (1.6.21),

(P12 + P1a + Plrp + d1p)1 =1 (0.6.48)

in the form (1.6.47), with suitable W,, S, and four projection operators EY,
satisfying (1.6.44). An analogous problem has already been solved in Section 5
in the proof of Theorem 2. There two given operations ¢ and ¢’ satisfying

(¢ +6")1 =1

in analogy to (1.6.48), were represented in a form analogous to (1.6.47) (cf.
(1.5.20) and (1.5.21)),

6OW =Tro(1& EO)S(W © W,)S”)
with two projection operators E, and E! which satisfy the condition
E,+E,=1,

analogous to (1.6.44). As can be easily seen by inspection, the explicit con-
struction of H,, W,, S, E, and E!, described in Section 5 can be generalized
immediately to the present problem. This establishes the existence of the de-
sired quantum mechanical model.

The model apparatus can also be ”used” to perform operations; e.g., as al-
ready remarked, the operations ¢;;, by selecting the microsystems which have
triggered the correlation effects Fj;; or the operations

O1 =12+ P12r , P2 = P12+ P12

by selecting the microsystems which have triggered the effects Fy or Fs, respec-
tively; or the non-selective operation

QE = 12 + G120 + P12 + P

For a given pair of coexistent effects Fy, F» and given correlation effects Fjj,
the choice of the four operations ¢;; (cf. (1.6.46)) is still highly arbitrary. The
same, therefore, is true also for operations like ¢, ¢2 and ¢.

90



The coexistence criterion (1.6.16) may be generalized immediately to arbitrary
sets of effects, as follows:

A set C C L(H) is coexistent if and only if there

exists a Boolean algebra B and a mapping

F:aeB— F,cL(H) (0.6.49)
satisfying (1.6.10) and (1.6.12), such that C'is

contained in the range B =FB = {F,|a € B} of F.

Namely, if C' is coexistent, there exists an apparatus ¢ for the joint measurement
of all effects F' € C. As described above for the particular case C = {F}, F»},
this apparatus ¢ can be extended by adding new output channels, until one fi-
nally arrives at an apparatus b whose outputs or form a Boolean algebra B, and
which measures together all effects F,, € FB D C. Therefore (6.49) is necessary
for coexistence. Conversely, if (1.6.49) is satisfied, we may consistently assume
the existence of such an apparatus b, thus taking (1.6.49) also as a sufficient
condition.

If taken literally, these arguments seem to apply only if the set C' and the
Boolean algebra B both consist of finitely many elements, since apparently a
real measuring apparatus ¢ of the type considered here can have finitely many
output channels only, and the successive application of the operations A, V and
" to the finitely many outputs of this apparatus ¢ then leads - as in the case
of two outputs discussed before - also to a finite Boolean ”output” algebra B.
As we shall see below, however, there are also simple and physically interesting
possibilities of measuring together infinite sets of effects satisfying the coexis-
tence criterion (1.6.49).

With C, obviously, the set of effects B = FB 2O C' also satisfies the coexistence
condition (1.6.49). Thus B is also coexistent, and is called here - as in the
particular case C = {Fy, F»} - a coexistent completion of C'.

An arbitrary pair of effects {Fy, F5} chosen from a coexistent set C' satisfies con-
dition (1.6.24), and is therefore coexistent. Indeed, since {Fi, F2} C C' C FB,
by (1.6.49), there are two elements of B - 1 and 2, say - which are mapped by
F into F} and F5, respectively. As a Boolean algebra, B contains along with
1 and 2 also the four elements (1.6.6) satisfying Eqs. (1.6.17) and (1.6.18).
With effects Fia, Fior, etc. defined by (1.6.19), then, we obtain Egs. (1.6.20)
and (1.6.21) - i.e., condition (1.6.24) - from (1.6.17), (1.6.18) and the properties
(1.6.10) and (1.6.12) of the mapping F. This argument also shows that (1.6.49)
implies (1.6.24) for the particular case C = {F}, F5}. Since, on the other hand,
(1.6.16) trivially implies (1.6.49) in this case, the coexistence condition (1.6.49)
is really a generalization of the two equivalent coexistence conditions (1.6.16)
and (1.6.24) for pairs of effects.

We do not know whether, conversely, a set C of effects is coexistent, provided
this is true for all pairs {Fy, F>} from C. But if C consists of decision effects
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only, this can indeed be proved. Or, in other words: A set C' of decision effects is
coexistent if and only if every pair { F1, E2} from C' is coexistent 1i.e., according
to 6.: if and only if C' consists of pairwise commuting projection operators.

The ”only if” part of this statement has already been proved. Consider, there-
fore, an arbitrary set C of mutually commuting projection operators. By suc-
cessively applying to these operators the operations A, V and ’ as defined by
(1.6.32), we obtain from C' a set B D C, also consisting of mutually commuting
projection operators, which is closed - i.e., a Boolean algebra - with respect to
these operations (1.6.32). In other words, B is the unique Boolean algebra of
projection operators generated by C. (We leave aside here some topological
questions, which would arise if B were assumed to contain also certain limit ele-
ments like, e.g., lim, soo F1 A ..... A E,, with Fy, Es... € B). We introduce again
the notation E1V ....... \/En for El\/\/En if ElEn € Band Ez/\EJ = ElEJ =0
for i # j. For such E;, an obvious generalization of (1.6.4) yields

so that, by (1.6.32),

E\V (B3N ... VEy) = Ey + (By V ...V Ey)

BN VEy = By + oo + B, (0.6.50)

In order to prove that C satisfies the coexistence condition (1.6.49), we now
identify the (abstract) Boolean algebra B occurring in (1.6.49) with the above
Boolean algebra B of projection operators generated by C, and take for F the
identity mapping. Then FB = B contains C, by definition. Moreover, since
in B the abstract elements I and () are represented by the operators 1 and
0, respectively, condition (1.6.10) is trivially satisfied. Finally, for the identity
mapping F the additivity property (1.6.12) is identical with (1.6.50). Thus,
indeed, the set C' is coexistent.

Consider, more generally, a coexistent set C' of effects containing a subset Cj
of decision effects, a Boolean algebra B and a mapping F as in (1.6.49). Since
FB = B contains Cy, there exists a nonempty subset B’ of B consisting of those
elements a which are mapped into decision effects, F,, = E,. With arbitrary
a and B € B', the two effects E, and Eg are coexistent - i.e., commuting
projection operators. Since B is a Boolean algebra, the set B = FB contains
also the effects Fopg =7 E, and Eg”, Foyg = "E, or Eg” and F), = "not E,”.
According to 6., the latter are again decision effects, and are given by

Ea/\@ = EQEB =F, A Eﬁ
Eovp = Ea + Eg — EqEg = Eq V Ep (0.6.51)
E:x =1—-FE,= E(/l
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(cf. (1.6.32) and (1.6.33)). Therefore B’ contains along with o and 3 also a A 3,
aV B and o i.e., B’ is a Boolean subalgebra of B. Moreover, by (1.6.51), the
image B’ = FB’ of B’ under F - consisting of coexistent decision effects, i.e.,
commuting projection operators - is closed, and is thus a Boolean algebra, with
respect to the operations A, V and ' defined by (1.6.32), and the restriction of
the mapping F to B’ is a homomorphism of B’ onto B’. As in the particular
case 6. discussed above, this homomorphism leads to the familiar physical in-
terpretation of the operations A, V and ’ for arbitrary projection operators in
B.

As a Boolean algebra, B’ contains along with CO the whole Boolean algebra
BO of projection operators generated by Co. If thus, in particular, C contains
only decision effects (i.e., C = Co), then every coexistent completion B of C
contains the Boolean algebra Bo of projection operators generated by C. On
the other hand, as shown before, Bo itself is a possible choice for B; hence Bo is
the minimal coexistent completion of a given coexistent set C of decision effects.

The concept of an observable is taken as fundamental in some formulations of
quantum mechanics. In the approach presented here, this notion appears on the
contrary as a derived one. We shall conclude by presenting a short discussion
of observables, especially since coexistent sets of effects play an important role
in this connection.

In accordance with the general ideas discussed in Section 1, observables are
defined here operationally in terms of the apparatuses measuring them. Like a
preparing instrument or an effect apparatus, an apparatus measuring an observ-
able is also completely specified by the ”classical” description of its construction
and application.

An easily visualizable example would be an apparatus with a scale, on which a
pointer indicates the ”measured value” of the observable after the application
of the apparatus to a microsystem. In practice very few - if any - quantum
mechanical observables are measured by such simple apparatuses; thus we shall
only assume here that somehow each application of the measuring apparatus to
a single microsystem yields a well-defined real number as the ” measured value”.
In view of the errors connected with any real measurement, the assumption that
these measured values are given with infinite precision is clearly an idealization.
We leave aside here the difficult problem of justifying idealizations of this kind,
without which a mathematical description of observables would become very
cumbersome or even impossible.

By definition, the ”scale” of a measuring apparatus contains all possible mea-
sured values of the observable considered, but besides them it may also contain
real numbers which never occur as measured values. In practice every scale is
finite, and could thus be identified with a suitable finite interval on the real line.
It is advantageous here, however, to use the whole real line I as a universal scale
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for all observables. Thereby we also include in the subsequent discussion the
case of "unbounded” observables like, e.g., position coordinates or momentum
components of a particle, whose possible measured values are not confined to
a finite interval, and which there-?fore represent limiting cases of "real” (i.e.,
bounded) observables.

Consider now suitable subsets « of the real line I, e.g., intervals; for technical
reasons (see below) we choose here the more general class of Borel sets (cf.,
e.g., [13], Ch. 1). If an observable is measured on a single microsystem, the
question whether or not the measured value is contained in a given Borel set
on constitutes a yes-no measurement on the given system, and is thus to be
described by an effect operator F,,. We thereby obtain, for a given observable,
a certain mapping F : o — F,, of Borel sets « into L(H). By definition of F,,
tr(F,W) represents the probability of finding the measured value in the set «,
when the observable considered is measured in the state W. The operators F,
for arbitrary a - or, in other words, the mapping F - thus completely specify
the ”statistics” of the given observable in arbitrary states W, and in this sense
provide a complete quantum mechanical description of the observable.

In particular, since the measured value will always lie on the real line I and
never in the empty set @), we immediately get

Fi=1, Fp=0 (0.6.52)

Moreover, clearly, the probability of finding, in a given state W, measured values
in the union U;«; of finitely many mutually disjoint sets aj...cu, (ie., ;Na; =0
for i # j), is the sum of the corresponding probabilities for these sets a;....a;,
separately; i.e.,
tr (Foa,W) = > _tr(Fo, W) (0.6.53)
K3

Being true for arbitrary W, this implies the additivity property

Fha, =Y Fa, (0.6.54)

of the mapping F : o« — F,. In (1.6.53) and (1.6.54) we have written, in?analogy
to our previous notation, the ”disjoint union” of the sets o; as U;a;. We have
also omitted an upper limit n in U;c; and )~ F,,, thereby indicating that Egs.
(1.6.53) and (1.6.54) are assumed here to be valid not only for finite but also for
countably infinite sequences of mutually disjoint Borel sets a; This deserves a
little explanation. First, a union of countably many (arbitrary, not.necessarily
disjoint) Borel Sets «; is again a Borel set; therefore the left hand sides of
(1.6.53) and (1.6.54) exist also for infinitely many sets «;. Moreover, in this
case, the right hand side of (1.6.54) exists as an ultraweak limit. To show
this, consider the finite disjoint unions 3, = U;<, v, for which we already have
Fg, = > i<, Fa,, according to the finite version of (1.6.54). The nonnegative
operators Fjz, thus increase with n. Since, as elements of L(H), they are also
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bounded from above by 1, they indeed converge ultraweakly for n — oo to
an operator in L(H), which is taken as defining the right hand side of (1.6.54).
Then, by the definition of ultraweak convergence, the right the right hand side of
(1.6.53) is also convergent, and 1.6.54) is equivalent to (1.6.53) - with arbitrary
W € K(H) - also for countably infinite disjoint unions. Finally, the physical
interpretation of tr(F,,, W) and tr(F,, W) as probabilities leads to (1.6.53),
regardless of whether U;«; is a finite or an infinite disjoint union. (Although
in the latter case the argument is not entirely trivial, we shall not present it
in detail here.) - Since a set 8 with 8 C « may be represented as Uy with a
suitable set v, (1.6.54) also implies

F,<Fsif aCp (0.6.55)

As is well known, the Borel sets on the real line I form a Boolean algebra B, if
one defines "o and 7 = a A 8 as the intersection a N 3, " or 7 = a V 3 as
the union aU 3, and "nota” = o’ as the complement of the setae. The ”trivial”
elements of this Boolean algebra (cf., e.g., (1.6.3)) are the whole real line I and
the empty set (J, as already indicated by our notation. The fact that B contains
not only finite but also countably infinite intersections and unions of arbitrary
Borel sets is usually expressed by calling B a Boolean o—algebra. The mapping
F:B — FB = B C L(H) considered above is a mapping of the kind considered
in condition (1.6.24), since Eqgs. (1.6.52) correspond to (1.6.10), whereas (1.6.54)
represents a generalization of (1.6.12). The set of effects {F,la € B} = B is
thus a coexistent set.

An observable, therefore, may be described quantum mechanically as a particu-
lar coexistent set of effects in the sense of condition (1.6.24), with B standing for
the Boolean o—algebra of Borel sets on the real line I, and with a generalized
additivity property (1.6.54) - which is quite natural for a Boolean o—algebra
- in place of (1.6.12). This description is also in accordance with the oper-
ational meaning of coexistence since, indeed, a measuring apparatus for the
given observable measures together all effects F,, € FB, as explained above.
Egs. (1.6.52) and (1.6.54) also imply the relations

Fy=1-F,=F, (0.6.56)

and
Fauﬂ - Fa + Fﬁ - Faﬂﬁ (0657)

(Compare the derivation of (1.6.13) and (1.6.14) from (1.6.10) and (1.6.12)).

A mapping F : « — F,, of Borel sets into effects satisfying the conditions (1.6.52)
and (1.6.54) is called a positive operator-valued measure - or, more briefly:
a POV measure - on the real line, This is motivated by the definition of
an ”ordinary” (normalized) measure, which as a mapping w : o — w(a) of
Borel sets « into nonnegative numbers w(a) is characterized by the analogous
conditions

wl=1 , w@®=0 , wla)= Zw(ai)

%
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(In particular, these conditions are satisfied, by virtue of (1.6.52) and (1.6.53),
for w(a) = tr(F,W) with a POV measure F,, and an arbitrary state W).

If only projection operators are considered as describing yes-no measurements,
as in ”conventional” quantum mechanics, then all effects F,, occurring in the
above discussion must be assumed to be decision effects, F,, = E,. Thereby one
arrives at a mapping E : a — FE,, of Borel sets into decision effects (projection
operators), which satisfies (1.6.52) and (1.6.54) in the form

Er=1 , Ey=0 (0.6.58)

and
Bia, =Y B, (0.6.59)

and is called a spectral measure on I. In ”conventional” quantum mechanics,
therefore, every observable corresponds to a spectral measure E on the real
line, whereas in the framework considered here such observables - the so called
decision observables - constitute a particular class only. Since the decision effects
E,, a € B form a coexistent set, they are represented by mutually commuting
projection operators, and according to (1.6.51) we also have

Eanp = EoEj (0.6.60)

(The last-mentioned properties can also be derived directly from (1.6.59), by
using the elementary result that the sum FE + E of projection operators F and
F is again a projection operator if and only if FF = EE = 0. With (1.6.59),
this immediately implies E,Fs = Es;FE, = 0 for arbitrary disjoint Borel sets
~ and 0. For arbitrary sets o and 3, Eq. (1.6.59) and the decompositions
a=(anp)Ulanp’) and g = (anB)U(«/ N B) lead to Ey = Eqng + Eanprs
and Eg = Eunp + Eanp. Because the sets on a N 3’ and o/ N G are disjoint,
this finally implies E,Eg = EgEy = Eang). Eq. (1.6.60) may be trivially
generalized to finite intersections a; N .... N «ay,, but actually it is true, in the
form

E—na, = IIE,, (0.6.61)

for arbitrary finite or countably infinite intersections of Borel sets «;. In the
latter case, the right hand side of (1.6.61) exists, and has to be understood, as
the ultraweak limit of 1I;<, E,, for n — co. We will not prove this here. Besides
(1.6.61), clearly, Egs. (1.6.56) and (1.6.57) are also true for spectral measures,
i.e., with E, for F,. (Compare also (1.6.51).)

The more familiar description of decision observables by self-adjoint opera-
tors is obtained as follows. Define a one-parameter family of projection oper-
ators F(\) by inserting for « the intervals (—oo, A] into the spectral measure
E:a— F,;ie.,

E(A) = E(—so,n (0.6.62)

By (1.6.55), (1.6.58) and (1.6.59), then, E())) may be shown to have the char-
acteristic properties of a spectral family of a self-adjoint operator A, namely:
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1) A1 < Ao 1mphes E()\l) < E()\g)

ii) For A - —oo and A — 400, F(\) converges ultraweakly to 0 and 1,
respectively. (For a ”bounded” observable, with measured values confined
to a finite interval [Aq, As], we simply have E(\) = 0 for A < A; and
E(\) =1for A > Ay).

iii) For sequences \; # A\ converging to A from above E()\;) converges ultra-
weakly to E(\), whereas for sequences \; # A converging to A from below,
E()\;) also has an ultraweak limit, which is < E(\) (by 7)) but need not
be equal to E()\).

According to the famous spectral theorem for self-adjoint operators, every such
spectral family E(A) uniquely determines a self-adjoint operator

A= / AE(N) (0.6.63)

conversely, every self-adjoint operator A may be represented in the form (1.6.63)
with a unique spectral family E()) satisfying conditions i) to iii) above. (Condi-
tions ii) and iii) are usually formulated by requiring strong rather than ultraweak
convergence, but this makes no difference. We will not present here a rigorous
version of the spectral theorem including, e.g., a rigorous definition of the in-
tegral in Eq. (1.6.63) (cf., e.g., [13], Ch. 4). - If the observable considered is
bounded, (1.6.63) defines a bounded self-adjoint operator A. Such operators
have been called Hermitian in the preceding sections).

Usually a quantum mechanical (decision) observable is represented by the op-
erator A as given by (1.6.63), and is simply called ”the observable A”. We
need not rederive here the well-known features of this description such as, e.g.,
the connection between the possible measured values of the observable and the
spectrum of A, or the formulae

(A = tr(AW) (0.6.64)

and
(Apw A)? = tr(A2W) — (tr(AW))? (0.6.65)

for the expectation value (A)y and the mean square deviation Ay A of an
observable A in a state W; they follow immediately from the definition of A
in terms of the spectral measure E and the physical meaning of the latter.
(Compare also Egs. (1.6.68) and (1.6.69) below.) If the observable considered -
or, equivalently, the corresponding operator A - is unbounded, Eqgs. (1.6.64) and
(1.6.65) make sense for states W in a suitable ”"domain” only. For a discussion
of this point see [14].

The spectral family E()) is uniquely determined by the operator A, and the
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spectral measure E : @ — F, may be reconstructed from E(A) - i.e., from A -
because, in terms of the characteristic function

1 for\ea
a(A) =
Xa(A) {O otherwise

of the Borel set «, F, is given by

o= / Xa(NAEQ) = Xa(A)

The description of a decision observable by a self-adjoint operator A is therefore
completely equivalent to the description by a spectral measure E, and it is also
practically useful since physically relevant quantities can be calculated directly
in terms of A.

The preceding construction can be generalized to an arbitrary observable, as
described by a POV measure F : a — F,, and therefore simply called ”the
observable F” in the following. In analogy to (1.6.62), one may define a ”gen-
eralized spectral family”

F(\) = F_oo (0.6.66)

with properties completely analogous to i) - iii) above. From F'()\) the expec-
tation value (F)y and the mean square deviation Ay F of the?observable F in
a given state W may then be calculated as Stieltjes integrals with the weight
function

wA) =tr(F(AN)W) (0.6.67)
according to the formulae
(F)w = / Adw(A) (0.6.68)
and
AW = [ = (Fpwdo) = [ X2du() ~ (Bw? (0669
These formulae follow easily from the probability interpretation of
dw(X) = w(A+dA) —wA) = tr(FA +dX) = FQ)W) = tr(Fparan W)

In analogy to (1.6.63), one may now attempt to define an operator
A= / MF()) (0.6.70)

in terms of which - at least formally - the expectation values (1.6.68) could
then be rewritten in the more familiar form ¢r(AW) (cf. (1.6.64)). If the
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observable F is bounded, (1.6.70) may indeed be shown - when interpreted ap-
propriately - to define a bounded self-adjoint (i.e., Hermitian) operator A, such
that (F)w = tr(AW) for all W. But even in this simple case the right hand
side of (1.6.69) cannot be rewritten in the usual form tr(A?W) — (tr(AW))?2
(cf. (1.6.65)), so that for a general observable F it is not possible to cal-
culate mean square deviations via (1.6.65) directly from the corresponding
operator A. Indeed, whereas for a decision observable (1.6.63) also implies
[A2dE()\) = A2, and thus [ A2d(tr(E(\)W)) = tr(A?W), Eq. (1.6.70) does
not imply [ A2dF(\) = A?, so that [ A%dw()) need not be equal to tr(A?W).
Moreover, neither the POV measure F : a — F, nor even the generalized spec-
tral family F'(\) can be reconstructed uniquely from the operator A defined by
(1.6.70), since a given operator A may have several different representations of
the form (1.6.70). (For instance, the Hermitian operator A associated with a
bounded observable F has, besides (1.6.70), at least one additional representa-
tion of this form, namely the one provided by the spectral theorem, with the
"ordinary” spectral family E(\) of A in place of F(A)). If the observable con-
sidered is unbounded, the definition (1.6.70) of the operator A leads to ”domain
problems” similar to, but even more severe than, the known ones associated
with Eq. (1.6.63); actually the operator A. need not even be densely defined,
and in extreme cases its domain of definition may consist of the zero vector only.
(Observables F leading to such difficulties are, however, rather ”pathological”
from the physical point of view as well).

But even if - as for a bounded observable - the operator A is well-defined, it
provides a rather incomplete description of the corresponding observable, since
not even mean square deviations can be calculated from it, and therefore it is
much less useful than the self-adjoint operator associated with a decision ob-
servable. A general observable, therefore, has to be described either directly by
the corresponding POV measure F, or alternatively by the generalized spectral
family F'(X\) associated with it, from which quantities of physical interest like
(F)w and Aw (F) can also be calculated via Eqgs. (1.6.67) to (1.6.69).

Although quite natural in the version of quantum mechanics presented here, the
consideration of such more general observables would still be merely of academic
interest if it could not be illustrated by concrete physical examples. Such an
application - in fact the only really interesting one known up to now - concerns
the localization of massless particles. Since this subject has 'been discussed in
much detail elsewhere [15], we shall sketch here the basic facts only.

A position observable, describing the spatial localization of a quantum mechan-
ical particle at a fixed time, t = 0 say, is of a slightly more general type than
the observables considered so far, since its "measured values” are the three Spa-
tial coordinates of the particle - i.e., triples of real numbers, rather than single
ones. Therefore a position observable is to be described by a POV measure
F : o — F, defined on the Borel sets o in three-dimensional space R3, rather
than on the real line I = R!'. An effect apparatus f, measuring the?effect F,
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is realized physically - for finite and sufficiently simple « at least - by a particle
counter occupying the spatial volume or and ”operating” at time ¢ = 0. (The
last condition again represents an idealization, since a real counter is sensitive
in some time interval, rather than at a sharp time only, and is thus expected to
measure F,, only approximately at best).

An elementary particle in relativistic quantum mechanics is characterized by
its transformation properties under Poincar (i.e., inhomogenous Lorentz) trans-
formations, as described by a suitable irreducible unitary representation of the
Poincar group P on its state space H. This leads to an additional condition for
the position observables of such particles: besides the conditions analogous to
(1.6.52) and (1.6.54), the corresponding POV measure has to satisfy a certain
covariance condition with respect to the given unitary representation of the Eu-
clidean subgroup of P. Such POV measures are called Euclidean covariant in
[15].

Conventional quantum mechanics admits only decision observables. Accord-
ingly, particle counters are to be described by decision effects E,, and the cor-
responding mapping E : @« — FE, becomes an Euclidean covariant spectral
measure on R3 . From such a spectral measure, a position operator

X1
X =| X5
X3

?with three mutually commuting self-adjoint components X; can be constructed,
and vice versa. It has been shown long ago by Newton and Wigner [16] - and
later on, more rigorously, by Wightman [17] - that the above-mentioned re-
quirements lead to a unique ”Newton-Wigner” position operator X for massive
particles and for massless particles with spin zero, whereas for massless particles
with spin they cannot be satisfied at all.

Massless particles with spin - e.g., photons or neutrinos - thus appear to be not
localizable according to conventional quantum mechanics, whereas in practice
at least photons can certainly be localized?by suitable counters. This appar-
ent discrepancy can indeed be resolved by admitting Euclidean covariant POV
measures, rather than spectral measures only, as describing position observables.
Thereby one arrives at a quite satisfactory description of position measurements
for elementary particles of arbitrary mass and spin. For more details the inter-
ested reader is referred to the literature ([15], [7]).
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