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Abstract

We show that Gleason’s theorem, in the form recently generalized by Busch,
may be further simplified by dropping one of the three properties from which
it was derived. The result is a more general probability than that usually em-
ployed in quantum theory in that it shows that any set of positive operators
can represent the probabilities for a set of possible events. Remarkably, our
more general form seems to contain Bayes’s rule for conditional probabilities
so there is no need to add it as an additional element. There is no need,
moreover, to postulate that the measurement operators sum to the identity;
rather this condition follows from our more general rule when there is no
prior measurement outcome information available. We show how the new
and general probability law may be applied in quantum communications and
in retrodictive quantum theory.

Gleason’s theorem shows, given reasonable assumptions, that quantum prob-
abilities must be expressible as the expectation values of projectors or, more
precisely, as the trace of the product of a projector and a density operator
[1]. This fundamental theorem is of central importance in quantum theory
but although it is discussed in some text books [2, 3] a derivation of it rarely
appears, doubtless because of the complexity of Gleason’s proof.

Busch has provided a remarkable extension of Gleason’s theorem [4]. It is
remarkable in three ways: (i) it applies to state spaces of any dimension [5]
(ii) it extends Gleason’s proof by including generalized measurements [2, 6,
7] as well as projective ones and (iii) it is far simpler than Gleason’s original
proof. Let us begin by sketching, very briefly, Busch’s proof [4]. Busch begins
by introducing a set of probabilities v(E), each of which is obtained from a
positive operator E. The functions are required to have three properties [8]:

(P1) 0<w(E)<1 VE
(P2) v(I)=1 I = identity operator
(P3) v(E+F+-)=v(E)+v(F)+-

Busch combines these to establish a linear dependence on E of v(E) and
thence, using a result due to von Neumann, the desired result that the prob-
abilities, v(E), are of the form Tr(Ep), where p is gthe density operator.
Hence we have a set of positive operators {F;}, which sum to the identity



and for which the probabilities for the associated measurement outcomes are
Tr(E;p). This corresponds to a probability operator measure (POM) [6, 7]
or, if you prefer, a positive operator-valued measure (POVM) [2].

In this paper we work from Busch’s properties (P1) and (P3) but avoid using
(P2). This means that we are not assuming that the E; are elements of a
POM. We find that it is still possible to derive a probability rule but that
this is more general than Tr(FE;p). We first note that because the v(E;) are
a set of probabilities, it must follow that

> u(E;) =1 (1)

)

where the sum extends over the positive operators corresponding to the com-
plete set of possible events.

We follow Busch by deriving, on the basis of an additional and reasonable
assumption of continuity, the linear dependence of the probabilities:

v(; aiEi) = ;aiv(Ei) (2)

where the «; are positive constants so that the o;F; are positive operators.
To prove this we introduce a pair of integers m and n and use the property

(P3) to show that
v (@E) =mu (lE)
n n

o) (L)

n m n

=20 (B) =0 ("E) (3)

If we further require continuity, so that any positive number can be approx-
imated by a nearby rational, then we find v(aF) = aw(F) from which we
obtain, using (P3), the required linearity (2).

We are now in a position to prove our main result. The operator FE; is a
positive operator and it follows that we can write it in the diagonal form:

Bi= X (4)
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where {|\})} are the eigenstates of E; and X; = Tr(E;|Ai) (\i]) > 0 are the
corresponding eigenvalues. We should note that the positive operators {£);}
will, in general, be non-commuting operators and therefore will have distinct
eigenvectors. It follows, using our linearity condition (2) that

v(E;) = gTr(Ei L) (AR (AD) (X)) (5)

The v(|)\é> (/\§|) are simply positive numbers, however, and hence we can
again use linearity to write our probability function in the form

v(E;) = §Tr [E: [X0) (NeDo([Xe) (M) ] = Tr(E:R;) (6)

where R; is a positive operator, the diagonal elements of which, in the {\}}
basis are v(|A) (Xi]). We can exploit the linearity condition (2) to show that
R; must be independent of i. To see this we note that v(F; + Ey) must equal
both Tr(E1Ry) + Tr(FE3yRs) and Tr[(E; + Ey)Ry2] for all possible positive
operators Fy and F,. It follows that our general probability rule is

v(E;) =Tr(E;R) (7)
where R is a positive operator that is independent of the Fj.

If we impose the condition (P2) then we are led to Tr(R) = 1 and so R, being
a positive unit-trace operator can be understood to be a density operator, but
there is no need to race to this result. Rather than imposing the additional
property (P2) we can ensure that the probabilities sum to unity by writing

S

R=—_°=
X Tr(E;S)

(8)
where S is a positive operator and the sum includes all the operators {£}}.
As S appears both in the denominator and in the numerator of this expression
we can, without loss of generality, choose it to have unit trace. This leads us
to associate S rather than R with the density operator so that our general
probability law is
Tr(Eip)
- ) )
Tr(Xp)
where X =} F;. This is the main result of our paper: if we use only Busch’s
first and third conditions we arrive a a probability law in which any set of

v(E;)
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positive operators (with finite eigenvalues) can provide a set of probabilities
and that these probabilities are calculated using (9).

It remains for us to determine the physical meaning of our general probability
law. In doing so we arrive, very naturally, at a Bayesian interpretation. Our
probability law provides the probabilities for measurement outcomes if we are
given the density operator p. It follows, therefore, that we can understand
these as the measurement probabilities given p:

Tr(Eip)

(% Ez = 10
Let us consider the effect of a number of possible density operators py, pre-
pared with probabilities p, and let p = Y, prpr represent the average or a
priori density operator. If we know that the prepared density operator was

Pk, then we can use (10) to write

Tr(Eipr)

W(Blo) = T s

(11)

We should be able to obtain (10) as a sum of these objects, suitably weighted
by a probability:

o(Bip) = Y o(Elpi) P(F)

= Tr(Eip) = X Tr(Bp) PO T

= zk:TT(Emk)pk (12)

For this to hold in general we need only to set

Tr(Xpk)

P(k) = Tr(Xp) 7

(13)
The fact that both the P(k) and the p are probabilities means that their

ratio is a likelihood [9], which we can interpret as the likelihood of k given
X:
Tr(Xpr)

) =1 )

(14)



In order to adopt this interpretation it is necessary to interpret P(k) as an
a posteriori probability based on knowledge gained about the outcome of
the measurement. X, the sum of operators F; associated with all possible
measurement outcomes, is dependent on such knowledge as this can render
an outcome impossible that had a non-zero a priori probability of occurring
before the measurement. P(k) is then also dependent on this knowledge
from Eq.(13). For example, knowledge of which measurement outcome actu-
ally occurred makes the a posteriori probability of all other outcomes zero,
eliminating their possibility and thereby reducing X to just one term. An-
other example is where a known post-selection procedure may reject some
outcomes from the statistics thereby removing some of the F; allowed by the
construction of the measuring device and reducing the number of terms in
X. We shall express the a posteriori nature of P(k), that is, the probabil-
ity that p, was prepared conditioned on the operator corresponding to the
measurement outcome being limited to one of the reduced number of terms
in the posterior expression for X. This leads us in turn to interpret v(E;) as

Tr(Eip)
Tr(Xp)
_ < I'r(Eipk)
) Zk: Tr(Xpr)

= Zk:v(EApk,X)P(le) (15)

v(Eilp, X) =

P(k|X)

which is the Bayes rule. There is no need to add a Bayes rule to the usual
expression for the quantum probability Tr(E;p); it is contained already in
the general probability law (9).

If there is no post-selection and no knowledge at all about which measure-
ment outcome has occurred, the a posteriori probability P(k|X) that pj was
prepared must be equal to the a priori probability p, for any density operator
pk- In this case we have, from eq. (13)

Tr(Xpe) = Tr(Xp) (16)

for all k. Consider two density operators p, with k = 1,2 related by unitary
transformation, ps = Up UL, From eq. (16) we then have

Tr(UXpU™) =Tr(Xp) =Tr(Xps) =Tr(XUpU™) (17)



so X commutes with any U and thus must be proportional to the unit op-
erator, that is X + K1, Then v(FE;) in eq. (9) reduces to Tr(m;p) where
m; = E;/K form a POM and we obtain Born’s rule. This leads to condition
(P2) which we see is a result of our approach rather than an additional pos-
tulate.

It is natural to ask whether there are any applications for our more general
probability formula (9). Here we present three such applications. An obvious,
but often overlooked, one is to measurement probabilities that are modified
when we have some (incomplete) information about the measurement out-
come. It is often the case in quantum optics experiments, for example, that
we restrict our attention to probabilities given some future event, such as a
two-photon cascade in which the detection of one photon is used to herald
the emission of another [10]. In such cases X will be restricted only to those
event operators E; that include the heralding event.

A second example arises in the theory of quantum communications [7]. Here
a transmitting party, Alice, selects from a set of possible states with density
operators o; and prior probabilities ¢; and sends a quantum system prepared
in this state to a receiving party, Bob. Bob’s task is to determine, as well as
possible, the state prepared by Alice. As he knows there is just one outcome,
corresponding to E; say, he can simply write X = E; and obtain from (13)
the a posteriori, or retrodictive, probability

T’I"(EjO'i

J

(18)
We note that because in the general expression (9) X is not assumed to be
proportional to the identity operator, there is a symmetry between prepara-
tion and measurement which allows Bob to write E; = ¢;0;, p o< I; and put
X equal to the a priori density operator o = Y, ¢;0;. This gives a result for
the probability v(c;|E;, o) that Alice selected the state o;, which is the same
as (18).

Our final example completes the resolution of a long-standing controversy in
retrodictive quantum theory [11]. In retrodictive quantum theory we assign
a quantum state on the basis of a later measurement and can use this to ask
questions, among other things, about initial preparation events. It has been
suggested that we can only apply quantum retrodiction if there is no prior
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information about the preparation event so that the prior initial density op-
erator has an unbiased form and is proportional to the identity operator [12,
13]. It is quite straightforward to obtain preparation probabilities, whatever
the prior, by applying Bayes’ theorem [14]. At a more fundamental level,
we can derive a relationship between Bayes’ theorem, predictive and retrod-
ictive quantum theory based on an assumed expression for measurement or
preparation probabilities in which preparation and measurement operators
appear symmetrically [15]. Our general probability rule, however, makes it
possible to arrive at the correct expression for retrodictive probabilities with-
out postulating a form for the probabilities. However, it requires a different
interpretation to that given earlier. From our general probability law (9) we
need only write our retrodictive density operator, based on the measurement

outcome L as
E.

retr J
= — 19
P (R (19)
to obtain the probabilities for our preparation events ¢;o; given p"¢" and o:
retr T?”(qz‘O'ipTetT
v(qoi|p" o) = —— (20)
op

which is the required result, obtained previously using either conventional
predictive quantum theory supplemented by the Bayes rule or the form of
retrodictive quantum theory based on assuming that measurement proba-
bilities are proportional to the trace of the product of a preparation and a
measurement operator [15]. Classical probability theory is causally neutral,
with prediction and retrodiction linked by Bayes rule. There have been at-
tempts to formulate quantum physics in a causally neutral way [16]. This
example shows directly that the general quantum probability rule is also in-
trinsically causally neutral, with Bayes rule following from it.

We end by summarizing our main conclusions. First and foremost, we have
shown that any set of positive operators (with strictly finite eigenvalues) can
be used to calculate the probabilities for an event such as the outcome of a
measurement. The usually adopted requirement that these operators must
sum to the identity is not assumed but follows from our approach for the
case where there is no prior information about the measurement outcome.
Important examples where we would have such information include quan-
tum communications, retrodictive quantum theory and where there is prior



agreed postselection of measurement results.
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