
Now for the details : Self-Organized Criticality (SOC)

Self-organized criticality is a new way  of viewing nature.

Basic picture goes as follows:

Nature perpetually out of balance, but organized in poised state 

A critical state where anything (any size ßuctuation) can happen within well-deÞned 
statistical laws.

Aim of science in study of self-organized criticality is 

                to give insight into fundamental question of why nature is complex, 

                not simple, as laws of physics seem to imply.

Self-organized criticality explains some ubiquitous patterns existing in nature that we   
view as complex. 

Fractal structure and catastrophic events will be seen to be among those regularities.

Intriguing consequence of theory will be that catastrophes can occur for no reason 
    whatsoever.
 
Mass extinctions may take place without any external triggering mechanism such as an 
    asteroid impact and so on.



Basic ideas of theory simple and mathematical models used not complicated. 

Will see this is easy to set up computer simulations and make predictions.

Unlike many other subjects in physics. 

Basic ideas simple enough -> accessible to non-scientists without being trivialized as will see 
in class.

Complexity and Criticality

How can universe start with few types of elementary particles at big bang and end up with 
     life, history, economics, and literature? 

Throughout history of science, very little scientiÞc effort has been devoted to understanding 
     why nature is complex ---- changed radically recently, however.

Will argue that complex behavior in nature reßects tendency of large systems (having many 
parts) to evolve into poised, critical state -- way out of balance Ñ where minor (possibly 
inÞnitesimal) disturbances may lead to events, called avalanches, or catastrophes of all 
sizes.

Will Þnd that majority of change in system takes place through catastrophic events rather 
than by following a smooth gradual path. 

Evolution to very delicate state will be seen to occur without any help from any outside agent.



State established solely because of dynamical interactions among individual elements  
      of system ---- critical state is self-organized.

Self-organized criticality is so far only known mechanism capable of generating 
      complexity.

To make this less abstract, consider scenario of child at beach letting sand trickle down 
      to form pile as shown at right

In beginning, pile is ßat and individual grains of 
sand remain close to where they land.

Their motion can be understood in terms of  
 simple physical properties. 

As process continues, pile becomes steeper and 
there will be small sand slides. 

As time goes on, sand slides become larger and    
larger.

Eventually, some of sand slides may even span(cover) 
all or most of pile.



At that point, system is far out of balance (balance = equilibrium), and behavior can no 
longer be understood in terms of behavior of individual grains.

Avalanches form dynamic behavior of their own, which can be understood only from a
so-called  "holistic"  description of properties of entire pile rather than from reductionist  
description of individual grains

sandpile has become  a complex system .

Classroom Demo + Computer Simulation+Movie+Avalanche Data

Complex phenomena observed everywhere indicate that, in each such case, 

                       nature operates at self-organized critical state .

Behavior of critical sandpile mimics several phenomena observed across many sciences
associated with complexity. 

Before arguing this is the case, let us try to sharpen deÞnition of problem.

                                         What is complexity?
 
How have scientists and others addressed problem in past?

The Laws of Physics are Simple but Nature Is Complex



Matter consists of atoms, composed of elementary particles such as electrons, protons, 
and neutrons, themselves made up of quarks, leptons and gluons, and so on.
 
All phenomena in nature, from largest length scales spanned by universe to smallest 
represented by quarks and leptons, should, according to physicists, be explained by 
same laws of physics.

One such law is NewtonÕs second law, F = ma , which says that object (mass m) 
subjected to force F responds by accelerating a = F/m, i.e., proportional to force.

Simple  law is sufÞcient to describe

Starting from Big Bang, universe supposed to have evolved according to laws of physics. 

By analyzing experiments and other observations, physicists have been very successful in
Þnding those laws.
 
Innermost secrets of matter have been revealed down to very small scales. 

how apple falls to ground

how planets orbit sun 

how galaxies are attracted to one another by gravity(show simulations)



MaxwellÕs equations describe all electromagnetic phenomena, allowing us to understand  
how an electric motor or an iPod works.

EinsteinÕs theory of relativity says that NewtonÕs laws have to be modiÞed for objects 
moving at high velocities.
 
Quantum mechanics tells us that electrons in atom only exist in states with speciÞc 
energies and can jump from one state to another without spending any time in between 
and explains all microscopic phenomena.

These laws of physics are quite simple (on macroscale). 

Expressed in mathematical equations that can all be written down on couple of pages. 

However, mathematics involved in solving these equations, even for simple situations, can 
be quite complicated. 

Happens when have more than two objects to consider. 

For instance, calculating motion of two planets moving in gravitational Þeld of other planets 
and sun is extraordinarily difÞcult.(http://www.clausewitz.com/SWFs/ThreeBody.htm)
 
Problem is insoluble with pen and paper, and can be done only approximately with help of 
modern computers, but that is usually considered practical problem rather than 
fundamental problem by physics.

http://www.clausewitz.com/SWFs/ThreeBody.htm


Philosophy of physics since inception has been reductionist, i.e., world around us can be 
understood in terms of properties of simple building blocks. 

Even Greeks viewed world as consisting of only few elements. 

In some special cases, physicists have succeeded in explaining behavior of systems 
consisting of many atoms, molecules, or electrons. 

For instance, behavior of crystals where very large numbers of atoms neatly occupy the rows 
and columns of regular periodic lattice is relatively well understood from basic laws of 
physics. 

Crystal is prime example of an ordered system where each atom has well-deÞned place on 
regular, periodic grid. 

Crystal is understandable precisely because looks same everywhere.

Once have broken world down to simplest fundamental laws, and most fundamental entities 
identiÞed, job is complete.
 
Some think that once have accomplished this, role of physics, foundation of sciences, is 
played out, and stage left to other sciences, such as geophysics, chemistry and biology, to 
sort out consequences.



At opposite end of spectrum from crystals are gases, also consist of many atoms or 
molecules.

Gases understood because their molecules rarely interact(collide).

In contrast to crystal, where atoms are ordered on lattice, atoms in gas form random, 
disordered system. 

Again, tractability of system arises from uniformity. 

Gas looks same everywhere, although at any given time individual atoms at different 
locations move with different velocities in different directions. 

On average all atoms behave same way.

However, do not live in simple world composed only of planets orbiting stars, regular inÞnite 
crystals, and simple gases or liquids. 

Everyday situation not falling apples. 

If you open window, see entirely different picture. 

Surface of earth intricate conglomerate of mountains, oceans, islands, rivers, volcanoes, 
glaciers, and earthquake faults each having own characteristic dynamics.



In universe see variability on greatest scale. 

Just about every week, see new report from Hubble telescope orbiting earth, or from   
satellites of various kinds, on previously undiscovered phenomenon. 

Many different quantitative general deÞnitions of complexity have been attempted, without 
much success.

So let us think of complexity simply as variability for the moment. 

Crystals and gases and orbiting planets are not complex, but landscapes are.

Variability seen in astronomy and geophysics not enough, complexity has many more layers. 

Biological life has evolved on earth, with myriad different species, many with billions of 
individuals, competing and interacting with each other and with environment. 

Unlike ordered or disordered systems landscapes differ from place to place and from time 
to time. 

DeÞne system with large variability as complex system. 

Variability may exist on wide range of length scales. 

If zoom in, or zoom out, Þnd variability at each level of magniÞcation (remember 
Mandelbrot), with more new details appearing at each stage.



At end of one tiny branch of biology Þnd ourselves.
 
Can recognize other humans because all different.

Human body and brain formed by intricate arrangement of interacting cells.
 
Brain may be most complex system of all because it can form representation (think) of 
complex outer world.
 
Our history, with record of upheavals, wars, religions, and political systems, constitutes 
yet another level of complexity involving modern human societies with economies 
composed of consumers, producers, thieves, governments, and economists.

Thus, world actually observe full of all kinds of structure and surprises.
 
How does variability emerge out of simple laws?

Most phenomena observed around us seem distant from basic laws of physics.
 
Futile endeavor to try to explain most natural phenomena in detail by starting from particle  
physics and following trajectories of all particles.

Combined power of all computers in world does not even come close to capacity needed 
for such an undertaking.



Fact that laws of physics specify everything (are deterministic) is irrelevant. 

Dream arising from breathtaking progress of physics during last two centuries combined 
with advances of modern high-speed computers that everything can be understood from 
Þrst principles has been thoroughly shattered.

About thirty years ago, infancy of computer era, rather extensive effort, known as limit to 
growth  ----- had goal of making global predictions(economic). 

Hope was to forecast growth of human population and impact on supply of natural resources.

Project failed miserably because outcome depended on unpredictable factors/events  that 
could not be explicitly incorporated into program.
 
Predictions on global warming in same category, since are dealing with long-term 
predictions in complex system, even though have understanding weather system physics.

Laws of physics can explain how apple falls but not why Newton, part of complex world, was 
watching apple or what he thought about falling apple. 

Nor does physics have much to say about origin of apple.



Question of origin of complexity from simple laws of physics which is possibly biggest 
puzzle of all has only emerged as active science over last three decades. 

One reason is that high-speed computers, which are essential in study, are now generally 
available. 

However, even now science of complexity shrouded in good deal of skepticism not clear 
how any general result can possibly be helpful because each science seems to work well 
within own domain.

Because of inability to directly calculate how complex phenomena at one level arise from 
physical mechanisms working at deeper level, scientists sometimes throw up hands and 
refer to these phenomena as emergent. 

They just pop out of nowhere. 

Geophysics emerges from astrophysics.
 
Chemistry emerges from physics. 

Biology emerges from chemistry and geophysics and so on. 

Each science develops its own jargon, and works with its own objects and concepts.



Geophysicists talk about tectonic plate motion and earthquakes without reference to 
astrophysics. 

Biologists describe properties and evolution of species without reference to geophysics.

Economists describe human monetary transactions without reference to biology, and so on. 

Nothing wrong with that! 

Because of seeming intractability of emergent phenomena no other modus operandi 
possible. 

If no new phenomena emerged in large systems except that predicted by dynamics of 
systems working at lower level, then would need no scientists but particle physicists.
 
Emergent behavior does not seem to Þt with reductionism - but how and why?
 
First let us review previous approaches to dealing with complex phenomena.

Storytelling Versus Science

Reductionist methods of physics

      Detailed predictions followed by comparison with reproducible experiments.
 
      But are impossible to use in vast areas of scientiÞc interest.



Question of how to deal with complex systems clearly formulated by eminent 
paleontologist and science writer Stephen Jay Gould in his book Wonderful Life :

How should scientists operate when they must try to explain the result 
of history, those inordinately complex events that can occur but once? 

Many large domains of nature - cosmology, geology, and evolution 
among them must be studied with the tools of history. 

The appropriate methods focus on narrative describing what has 
happened not experiment as usually conceived.

Gould throws up his hands and argues that only storytelling can be used in many sciences 
because particular outcomes are CONTINGENT on single and unpredictable events.
 
Experiments are irrelevant in evolution or paleontology, because nothing is reproducible.
 
History, including that of evolution, is just one damned thing after another. 
    
Can explain in hindsight what has happened, but cannot predict what will happen in future.

Danish philosopher Kierkegaard expressed same view in famous phrase

Life is understood backwards, but must be lived forwards



Sciences have traditionally been grouped into two categories:
 
        hard sciences : repeatable events predicted from mathematical 
                                 formalism expressing laws of nature 

       soft sciences : in which, because of inherent variability only a narrative 
                               account of distinguishable events post-mortem possible. 

Physics, chemistry and molecular biology belong to Þrst category; history, biological 
evolution, and economics belong to second.

Gould rightfully attributes variability of things, and therefore complexity to contingency . 

Historical events depend on freak accidents, so if tape of history is replayed many times 
with slightly different initial conditions, outcome will differ vastly each time.

Historians explain events in narrative language where
 
                      Event A leads to event B and C leads to D. 
                      Then, because of event D, event B leads to E. 

However, if event C had not happened, then D and E would not have happened either.

Course of history would have changed into another sequence of events, which would have 
been equally well explainable, in hindsight, with a different narrative. 



Discovery of America involved long series of events, each of crucial historical importance 
for actual outcome: 
                                  ColumbusÕ parents had to meet each other, 
                                  Columbus had to be born, had to go to Spain to get funding, 
                                  Weather had to be reasonable, and so on. 

History is unpredictable, but not unexplainable. 

Nothing wrong with this way of doing science, in which goal is accurate narrative account 
of speciÞc events. 

It is precisely the overwhelming impact of contingency that makes those sciences 
interesting. 

Will always be more surprises in store for us. 

In contrast, simple predictable systems, such as apple falling to ground, become boring 
after a while.

In soft sciences, where contingency is pervasive, detailed long-term prediction becomes  
impossible.

Science of evolutionary biology, for example, cannot explain why there are humans and 
elephants. 

Life as seen today is just one very unlikely outcome among myriad other equally unlikely 
possibilities. 



Why can incidents happen that have dramatic global consequences?

Why does there exist a dichotomy of sciences into two quite disparate groups with different 
methods and styles, since presumably all systems in Þnal analysis obey the same laws of 
nature?

Before going into details of theory, let us explore, in general terms, what science of 
      complexity could be.

In other words, what is underlying nature of dynamics that leads to interdependence of 
events and thus to complexity?

For example, life on earth would be totally different if dinosaurs had not become extinct, 
perhaps as consequence of asteroid hitting earth instead of continuing in its benign orbit.
 
An unlikely event is likely to happen because there are so many unlikely events that could 
happen.

But what underlying properties of history and biology make them sensitive to minor 
      accidental events?

What Can a Theory of Complexity Explain?

If all one can do in soft, complex sciences is to monitor events and make short-term 
predictions by massive computations, then soft sciences are no place for physicists to be, 
and they should gracefully leave stage for experts who have detailed knowledge about 
their particular Þelds. 



If cannot predict anything speciÞc, then what is point?

In debate in January 1995, John Maynard Smith of the University of Sussex, England, 
author of The Theory of Evolution , exclaimed did not Þnd subject of complexity interesting, 
precisely because it has not explained any detailed fact in nature.

Indeed, any theory of complexity must necessarily appear insufÞcient.
 
Variability precludes possibility that all detailed observations can be condensed into small 
number of mathematical equations, similar to fundamental laws of physics.
 
At most, theory can explain why there is variability, or what typical patterns may emerge, 
not what particular outcome of particular system under particular conditions will be. 

Theory will never predict elephants. 

Even under most optimistic circumstances, still will be room for historians and Þction writers 
in the future.

General theory of complex systems must necessarily be abstract. 

For example, theory of life, in principle, must be able to describe all possible scenarios for 
evolution. 

Should be able to describe mechanisms of life on Mars, if life were to occur there. 
Extremely precarious step. 



Model may, perhaps, not even refer to basic chemical processes, or to DNA molecules 
that are integral parts of any life form that we know.

Must learn to free ourselves from seeing things way they are! 

Radical scientiÞc view indeed! 

If, following traditional scientiÞc methods, concentrate on accurate description of details, 
lose perspective. 

Theory of life likely to be theory of a process, not detailed account of the utterly 
accidental details of that process, such as emergence of humans.

Theory must be statistical (involving large numbers) and therefore cannot produce speciÞc 
details. 

Any general model might construct cannot have any speciÞc reference to actual species.

Much of evolutionary theory as presented for instance in Maynard SmithÕs book, is 
formulated in terms of anecdotal evidence for the various mechanisms at work. 

Anecdotal evidence carries weight only if enough of it can be gathered to form a statistical 
statement. 

Collecting anecdotal evidence can only be an intermediate goal. 



Abstractness and statistical, probabilistic nature of such theory might appear revolting to 
geophysicists, biologists, and economists expecting to aim for photographic 
characterization of real phenomena.

Perhaps too much emphasis put on detailed prediction, or forecasting, in science. 

In geophysics, emphasis on predicting speciÞc earthquakes or other disasters.
 
Funding is provided according to extent to which budget agencies and reviewers judge that 
progress might be achieved. 

Leads to charlatanism and even fraud, not to mention that good scientists are robbed of 
grants. 

Similarly, emphasis in economics on prediction of stock prices and other economic 
indicators - accurate predictions allow you to make money. 

Not much effort has been devoted to describing economic systems in unbiased, detached 
way, as one would describe, say, an antÕs nest.

In medicine, it was long ago realized that anecdotal evidence from single doctorÕs 
observation must yield to evidence based on a large, statistically signiÞcant set of 
observations. 

Confrontation between theories and experiments or observations, essential for any 
scientiÞc endeavor, takes place by comparing statistical features of general patterns.



Physicists accustomed to dealing with probabilistic theories -  speciÞc outcome of 
experiment cannot be predicted - instead only certain statistical features determined. 

Three fundamental theories in physics are of statistical nature. 

First, statistical mechanics deals with large systems in equilibrium, such as gas of atoms in 
air surrounding us.
 
Statistical mechanics tells us how to calculate average properties of many atoms forming 
gas, such as temperature and pressure.
 
Theory does not give us positions and velocities of all individual atoms (couldnÕt care less).

Second, quantum mechanics tells us that cannot predict both speciÞc position and velocity 
of small particle (electron) at same time, but only probability that experiment would Þnd 
particle at certain position.
 
Again, interested only in some average property of many electrons, (electric current 
through wire), which may be predictable. 

Third, chaos theory tells us that many simple mechanical systems, for example, 
pendulums that are pushed periodically may show unpredictable behavior. 

DonÕt know exactly where pendulum will be after long time, no matter how well know 
     equations for its motion and its initial state.



As pointed out by philosopher Karl Popper, 

     prediction is best means of distinguishing science from pseudoscience . 

To predict statistics of actual phenomena rather than speciÞc outcome is quite legitimate 
and ordinary way of confronting theory with observations.

What makes situation for biology, economics, or geophysics conceptually different, and what 
makes it more difÞcult to accept state(statistical) of affairs, is that outcome of process is   
important.  

As humans, we care about speciÞc state of system. 

DonÕt just observe average properties of many small unpredictable events, but only one 
speciÞc outcome in its full glory.

Fact that may understand statistical properties of earthquakes, such as average number of 
earthquakes per year of a certain size in a certain area, is of little consolation to those 
affected by large, devastating earthquakes. 

In biology, important that dinosaurs vanished during large extinction event and made room 
for us.

Psychologically, tend to view a particular situation as unique.

Emotionally unacceptable to view entire existence as one possible fragile outcome among 
zillions of others. 



So how can there be general theory or science of complexity?

If such theory cannot explain any speciÞc details, what is theory supposed to explain?

How, precisely can one confront theory with reality? 

Without this crucial step, there can be no science.

Fortunately, there are a number of ubiquitous general empirical observations across 
individual sciences that cannot be understood within set of references developed within 
speciÞc scientiÞc domains. 

These phenomena are occurrence of 

           large catastrophic events, fractals, so-called 1/f noise, and ZipfÕs law

A litmus test of theory of complexity is its ability to explain general observations. 

Why are they universal, that is, why do they pop up everywhere?

Problem with understanding our world is that we have nothing to compare it with.

Cannot overcome problem of unpredictability. 

KierkegaardÕs philosophy represents fundamental and universal situation of life on earth.



Catastrophes Follow a Simple Pattern

Because of their composite nature, complex systems can exhibit catastrophic behavior, 
where one part of system can affect many others in some kind of domino effect. 

Cracks in crust of earth propagate in this way to produce earthquakes, sometimes with 
tremendous energies. 

Scientists studying earthquakes look for speciÞc mechanisms for large events, using 
narrative-type individual description for each event in isolation from others

This occurs even though number of earthquakes of 
given magnitude follows glaringly simple 
distribution function known as Gutenberg-Richter 
law. 

Turns out that every time are about 1,000 
earthquakes of say, magnitude 4 on Richter 
scale, are 100 earthquakes of magnitude 5, 10 of 
magnitude 6, and so on. 

Law illustrated in Þgure(a), shows how many 
earthquakes there were of each magnitude in region 
of southeastern United States known as New Madrid

earthquake zone during period 1974-1983. Part (b) of Þgure shows where those earthquakes 
took place. Size of dots represents magnitudes of earthquakes. Scale is logarithmic one, in 
which numbers on vertical axis are 10, 100, 1000 instead of 1, 2, 3.



Gutenberg-Richter law manifests itself as straight line in plot. 

Horizontal x-axis is also logarithmic, since magnitude m measures logarithm of energy 
released by earthquake, rather than energy itself (so-called log-log plot). 

Thus, earthquake of magnitude 6 is ten times stronger than earthquake of magnitude 5, 
and earthquake of magnitude 4 is ten times stronger than earthquake of magnitude 3.

Earthquake of magnitude 8 is 10 million times more energetic than one of magnitude 1, 
which corresponds to large truck passing by. 

By using worldwide earthquake catalogues, the straight line can be extended to 
earthquakes of magnitudes 7, 8, and 9. 

Law is amazing! 

How can dynamics of all elements of system as complicated as crust of earth, with 
mountains, valleys, lakes, and geological structures of enormous diversity, conspire, as if 
by magic, to produce law with such extreme simplicity?

One must be wary of log-log plots - they can make any data sets look linear over small data 
ranges(even if they are not linear).

We are talking about data sets with ranges spanning many orders of magnitude!



Graph shows that large earthquakes do not play special role. 

They follow same law as small earthquakes. 

Thus, it appears one should not try to come up with speciÞc explanations for large 
earthquakes, but rather with general theory encompassing all earthquakes, large and 
small.

Importance of Gutenberg-Richter law cannot be exaggerated. 

Precisely the observation of simple empirical laws that motivates search for theory of 
complexity. 

Theory would complement efforts of geophysicists occupied with detailed observations and 
theorizing on speciÞc large earthquakes and fault zones without concern about general 
picture. 

Standard view: One explanation for each earthquake, or for each fault.

on basic mechanisms driving earth - we must unravel this message to deal with such 
phenomena (or understand why we cannot deal with them).

In book Tales of the Earth , OfÞcer and Page argue that regularity of numerous catastrophic 
phenomena on earth, including ßooding, earthquakes, and volcanic eruptions, is message



Benoit Mandelbrot, pointed out(1966) probability of having small and large variations on 
prices of stocks, cotton, and other commodities follows simple pattern, known as Levy 
distribution.
 
Mandelbrot collected data for variation of cotton prices from month to month over several 
years. 

Then counted how often monthly variation was 10-20%, how often variation was 
between 5-10%, etc, plotted result on logarithmic plot as shown below



Economists ignored Mandelbrot's work -- doesn't Þt into generally accepted picture.

They would discard large events, since these events attributed to speciÞc abnormal 
circumstances , such as program trading for crash of October 1987, and excessive 
borrowing for crash of 1929. 

Contingency  used as argument for statistical exclusion.
 
Economists often cull/prune data before analysis! 

Scientists counted how many earthquakes of each size, Mandelbrot counted how 
many months with given price variation. 

Note smooth transition from small variations to large ones. 

Distribution of price changes follows approximate straight line - power law.

Price variations are scale free  - no typical size of variations, just as earthquakes do 
not have typical characteristic size. 

Mandelbrot studied several different commodities, and found that all followed similar 
pattern - did not, however, speculate about origin of regular behavior observed. 



How can there be a general theory of events that occur once?

Fact that large events follow same law as small events indicates nothing special about those 
events, despite possibly devastating consequences. 

Similarly in biological evolution - distribution of extinction events follows smooth distribution 
where large events (Cretaceous extinction of dinosaurs and many other species), occur 
with well deÞned probability and regularity.
 
Data collected by Sepkoski(10 years in library) researching fossil records of thousands of 
marine species. Sepkoski split geological history into 150 consecutive periods of 4 
million years. 

For each period, estimated what fraction of species disappeared since previous period (see 
Þgure) Estimate is measure of extinction rate. 

Sometimes very few extinctions, less than 5%, sometimes 
more than 50% extinctions. 

Famous Cretaceous event - dinosaurs became extinct - 
not among most prominent.

Scientists simply counted number of periods in which 
relative number of extinctions less than 10%, how many 
periods variation 10-20%, etc, - made histogram as 
shown below.



Same analysis Mandelbrot made for cotton prices - 
extinction rates replace price variations, 4-million-year 
intervals replace monthly ones. 

Resulting histogram forms smooth curve, with number 
of large events extending smoothly from much larger 
number of small events.

Although large events occur with well-deÞned 
probability,  does not mean phenomenon is periodic, 
as many thought.
 
Fact that earthquake has not taken place for long 
time does not mean that one is due.

Situation similar to roulette gambling. 

Even if on average black comes out every second time, does not mean outcome alternates  
between black and red. 

After seven consecutive reds, probability that next event is black is still 1/2.

Same for earthquakes. 

That events occur at some average interval does not mean they are cyclical. 



Again, speciÞc narratives may explain each large catastrophe, but regularity, not to be 
confused with periodicity, suggests same mechanisms work on all scales, from extinctions 
taking place every day, to largest one(Cambrian explosion), causing extinction of up to 
95% of all species, and, fortunately creation of sufÞciently compensating number of 
species.

That catastrophes occur at all is quite amazing.
 
Stands in sharp contrast to theory of uniformitarianism, or gradualism, formed in 19th 
century by geophysicist Charles. 

According to theory, all change caused by processes that currently observe - have worked 
at same rate at all times. 

For instance, Lyell proposed that landscapes formed by gradual processes, rather than 
catastrophes like "Noah's" ßood, and features see today made by slow persistent processes 
---- time is great enabler  that eventually makes large changes.

Lyell's uniformitarian view appears perfectly logical.

For example, fact that wars happen on average, say, every thirty years, cannot be used to 
predict next war. 

Variations of interval are large.



Laws of physics generally expressed as smooth, continuous equations.
 
Since these laws describe everything, natural to expect  phenomena observe also vary 
in smooth and gradual manner. 

Opposing philosophy, catastrophism , claims changes take place mostly through sudden 
cataclysmic events. 

Since catastrophism smacks of creationism, largely rejected by scientiÞc community, 
despite fact that catastrophes actually take place.

Fractal Geometry(short review)
                                                     
Mandelbrot deÞned fractals  for geometrical structures  with 
features at all length scales, and made astounding observation 
that nature is generally fractal. 
                                                     
Figure shows coast of Norway - appears as hierarchical-structure 
of fjords, and fjords within fjords, and fjords within fjords within 
fjords.

Question How long is a typical fjord?  has no answer.

Phenomenon is scale free .



Very large ruler that measures features on scale of miles yields much smaller estimate of 
length than Þne ruler, which measures details on scale of meters.

If see picture of part of fjord, or part of coastline, cannot know how large unless picture also 
shows ruler. 

Also, length measured depends on resolution of ruler used.
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As we saw earlier - measure how many boxes of certain size      needed to cover coast. 

As found earlier, smaller the box means more boxes needed to cover coast. 

Figure below shows logarithm of length        measured with boxes of size        .



Had coast been straight line, dimension 1(as deÞned earlier), number of boxes would be 
inversely proportional to       ,            measured length independent of       - curve would be 
ßat -> If measure length of line, doesn't matter what size of ruler is. 

However, number of boxes needed grows much faster since boxes have to follow wrinkles of 
coastline, so  straight line has slope. 

Negative slope of line gives fractal dimension  of coast(deÞned earlier). Fractals dimensions 
not simple integers. 

Find                  , showing coast is somewhere between straight line with dimension 1 and 
surface of dimension 2.
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D = 1.52

Mountain range includes peaks - range from centimeters to kilometers. 

No size of mountain is typical. 

Similarly, clouds of all sizes - large clouds look like enlarged versions of small clouds. 

Universe consists of galaxies, and clusters of galaxies, and clusters of clusters of galaxies, 
and so on. 

No size of fjord, mountain, or cloud is right size



Importance of Mandelbrot's work parallels that of Galileo(observed that planets orbit sun).
 
Just as Newton's laws needed to explain planetary motion, general theoretical framework  
is needed to explain fractal structure of Nature. 

Nothing exists in previously known general laws that leads to of emergence of fractals.

One-Over-     Noise: Fractals in Time

A phenomenon called          (one-over-    ) 
noise  observed in systems as diverse as 
ßow of river Nile, light from quasars(large, 
very distant objects in universe), and 
highway trafÞc.
 
Figure left shows light from quasar 
measured over period of eighty years.
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Work has been done characterizing geometrical properties of fractals, but problem of 
dynamical origin of fractals persists ---- where do they come from?



Features of all sizes: rapid variations over minutes,and slow variations over years. 

Seems to be gradual decrease over entire period of eighty years, - led to erroneous 
identiÞcation of general tendency toward decreasing intensity within human lifetime - 
needs other explanation. 

Signal seen as superposition of bumps of all sizes - like mountain landscape in time, 
rather than space.

Signal, equivalently, seen as superposition (addition) of periodic signals of all frequencies. 

Just another way of stating that there are features at all time scales. 

Just as Norway has fjords  of all sizes, a          signal has bumps of all durations.
 
Strength or power  of frequency  components larger for small frequencies - inversely 
proportional to frequencies - called        noise, although it might be misleading to call it 
noise rather than signal.
 
Simple example is velocity of car driving along heavily trafÞcked highway. 

Periods of stop and go of all lengths of time, corresponding to trafÞc jams of all sizes. 

Geophysicist spent lifetime studying water level of Nile. 

Again, signal is          , with intervals of high levels extending over short, intermediate, and 
long periods.

1/f

1/f
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Figure below shows record of global average temperature variation on earth over same 
 period.

Record rising over same period as quasar intensity 
decreases. 

Could conclude changes of quasar intensity and 
global temperature are correlated - most reasonable
people would not. 

In fact, temperature variations can also be 
interpreted as           noise. 1/f

Apparent increase in temperature might well be statistical ßuctuation rather than indication of 
global warming generated by human activity. No one really knows yet although evidence 
seems to say we are the culprits!



One-over-f           -noise is different from random white noise            no correlations  
     between value of signal from one moment to next. In the Þgure

            noise lies between two extremes; interesting and 
 complex - white noise simple and boring. 

Amazingly, despite fact that           noise is ubiquitous, no 
general understanding of origin. 

1/f

1/f

1/f

White noise pattern has no slow ßuctuations, that is, no large 
bumps. White noise sounds like a radio between stations 
rather than music, and includes all frequencies in equal 
amounts.
 
Simple periodic behavior with just one frequency = just one 
    tone continuing forever. 

One of most stubborn problems in physics.

Zipf's Law

Professor George Kingsley Zipf of Harvard 
University made number of striking observations 
of simple regularities in systems of human origin 
(Human Behavior and the Principle of Least 
Effort). Figure shows how many cities in world 
(circa 1920) had more than given number of 
inhabitants.



Couple of cities larger than 8 million, ten larger than 1 million, and 100 larger than 200,000. 

Curve roughly straight line on logarithmic plot. 

Note similarity with Gutenberg-Richter law - but phenomena being described couldn't be 
more different. 

Zipf made similar plots for many geographical areas and found same behavior.

Zipf also counted how often given word used in piece of 
literature(Ulysses) or collection of American newspapers.

Tenth most frequently used word (word off - rank 10) 
appeared 2,653 times. 

Twentieth most used word appeared 1,311 times. 

20,000th most frequent word used only once. 

Figure shows frequency of words used in English 
language versus their ranking. 

Word of rank 1, the, used with frequency of 9%. Word 
of rank 10, I, has frequency 1%, word of rank 
100, say, used with frequency of 0.1%, and so on. 

Again, remarkable 
straight line emerges.



Does not matter whether data are taken from newspapers, Bible, or Ulysses, curve same. 

Regularity expressed by straight lines in logarithmic plot of rank versus frequency, with   
slope near unity referred to as Zipf's law.

Although Zipf does allude to source of this regularity being individual agent trying to 
minimize effort, he gave no hints how to get from individual level to statistical observations. 

Zipf's law as well as other three phenomena are emergent  in sense that they are not    
obvious consequences of underlying dynamical rules.

Note - observations are of statistical nature.
 
Gutenberg-Richter law is statement about how many earthquakes there are of each size - 
not where and when particular earthquake will or did take place. 

Zipf's law deals with number oddities within given range of populations not with why 
particular city has certain number of inhabitants. 

Various laws are expressed as distribution functions for measurable quantities. 

Therefore, theory explaining those phenomena must also be statistical.

What does it mean that something is straight line on double logarithmic plot?

Mathematically, such straight lines are called power laws , since show some quantity 
can be expressed as some power of another quantity           :

N
s



Power Laws and Criticality

N(s) = As�⌧

Here,        could be energy released by earthquake, and               could be number of 
earthquakes with that energy. 

Quantity         could be length of fjord, and             could be number of fjords of that length. 

Turns out, as we saw, that fractals are characterized by power law distributions. 

Taking logarithm on both sides of equation above Þnd

s

s

N(s)

N(s)

logN(s) = logAs�⌧ = logA+ log s�⌧ = logA� ⌧ log s

Shows that                   plotted versus                  is straight line. 

Exponent           is slope of straight line. 

In Zipf's law number           of cities with more than         inhabitants expressed   
as

logN(s) logs

!

N s

N (s) =
A
s

= As! 1 which is power law with exponent -1



Essentially all phenomena in this class can be expressed in terms of power laws. 

Scale invariance  can be seen from simple fact that straight line looks the same everywhere. 

No features at some scale that makes particular scale stand out. 

No kinks or bumps anywhere. 

Of course, must eventually break down at small and large scales. 

No fjords larger than Norway, and no fjords smaller than molecule of water. 

But in between two extremes are features of all scales.

Thus, problem of explaining observed statistical features of complex systems phrased  
mathematically as problem of explaining underlying power laws, and more speciÞcally 
values of exponents.

First, however, consider couple of approaches proven unsuccessful.

Systems in Balance(equilibrium) Are Not Complex

Physicists have experience dealing with large many-body systems, in particular with 
systems in balance  or in stable equilibrium .



Gas of atoms and sand on ßat beach are large systems in equilibrium; they are in balance. 

If equilibrium system disturbed slightly for instance by pushing grain of sand somewhere, 
not much happens. 

In general, systems in balance do not exhibit any of interesting behavior discussed above, 
such as large catastrophes,            noise, and fractal structures.

One minor exception - closed equilibrium system shows complex behavior characterized by 
power laws under very special circumstances.

1/f

Spectacular progress in understanding of systems at so-called phase transition where 
system goes from disordered state to ordered state, for instance, when temperature varied. 

Right at critical point separating two phases there is complex behavior characterized by 
scale-free invariance, with ordered domains and ßuctuations of all sizes. 

To reach critical point, temperature tuned very accurately in order to have complex behavior.

Outside of laboratory no one around to tune parameter to very special critical point - does not 
provide insight into widespread occurrence of complexity in nature.

In past, tacitly assumed that large systems in biology and economics, are in stable balance, 
like sand at ßat beach. 



Leading economic theory - general equilibrium theory assumes perfect markets, perfect  
rationality, and so on, and bring economic systems into stable Nash equilibria in which no 
agent can improve situation by any action. 

In equilibrium state, small perturbations or shocks cause only small disturbances, modifying  
equilibrium state slightly. 

System's response proportional to size of perturbation - such equilibrium systems are 
linear .

Contingency is irrelevant. 

Small freak events never have dramatic consequences. 

Large ßuctuations in equilibrium systems occur only if many random events accidentally 
pull  in same direction, which is prohibitively unlikely. 

Therefore, equilibrium theory does not explain much of what is actually going on, such as 
    why stock prices ßuctuate the way they do.

A general equilibrium theory not explicitly formulated for biology but picture of nature as 
being in balance  prevails.



Nature is supposed to be something that can, in principle, be conserved 
     
Idea motivates environmentalists and conservationists

No surprise since in human lifetime(observation period), natural world changes very little, so   
equilibrium concepts seem natural or intuitive. 

However, if nature in balance, how did we get here in Þrst place?

How can there be evolution if things are in balance?

Systems in balance or equilibrium, by deÞnition, do not go anywhere. 

Does nature as we see it now (or few years ago before we started polluting our environment) 
have any preferential status from evolutionary point of view?

Implicitly, idea of nature being in balance intimately related to view that humans are at
center:  our natural world is right one .

Pointed out by Gould:  Apparent equilibrium only period of tranquillity or stasis between 
intermittent bursts of  activity and volatility in which many species become extinct and new 
ones emerge.

Also, rate of evolution of individual species, as measured, for instance, by change in size, 
takes place episodically in spurts. 



Concept of punctuated equilibrium at heart of dynamics of complex systems. 

Large intermittent bursts have no place in equilibrium systems, but are ubiquitous in 
history, biology and economics.

None of phenomena described above can be explained within equilibrium picture - no 
general theory for large nonequilibrium systems exists. 

Legendary Hungarian mathematician John von Neumann referred to theory of 
nonequilibrium systems as theory of non-elephants , that is, no unique theory of this 
vast area of science exists.

Nevertheless, a theory of non-elephants will be attempted in this class. 

Phenomenon called punctuated equilibrium .

Picture you should keep in mind is that of steep sandpile, having avalanches of all sizes, 
contrasting with equilibrium ßat sand box. 

Chaos is Not Complexity

In 1980s revolution occurred(discussed) in understanding of simple dynamical systems. 

Been realized for some time that systems with few degrees of freedom could exhibit 
so-called chaotic behavior . 

Future behavior unpredictable no matter how accurately one knows initial state, even if  
had perfect knowledge of equations that govern their motion, as for swing or a pendulum, 
being pushed at regular intervals.



                                   Revolution triggered by Mitch Feigenbaum.  

Constructed simple and elegant theory for  transition to chaos for simple model predator-prey 
system. 

Model invented earlier by biologist Robert May. Number of individuals,          , alive one year 
related to number of individuals alive following year,              by simple map(studied earlier):

xn
xn+1

xn +1 = �xn (1 ! xn )

Feigenbaum studied map using simple pocket calculator. 

Starting with random value of           , map used repeatedly to generate populations at  
subsequent years. 

For small values of parameter            , procedure eventually approaches Þxed point  at which 
population remains constant ever after. 

xn

�

For larger values of             map goes into cycle in which every second year population 
returns to same value.
 
For even larger values of             , map Þrst goes into four-cycle, then eight-cycle, until at 
some point (Feigenbaum point) goes into completely chaotic state. 

�

�

In chaotic phase, small uncertainty in initial value of population ampliÞed as time passes, 
precluding predictability. 



Feigenbaum constructed beautiful mathematical theory of scenario.
 
First theory of transition from regular periodic behavior to chaos. 

Chaos theory shows how simple systems can have unpredictable behavior.

Chaos Signals, however, have white noise spectrum, not           . 

Chaotic systems are nothing but sophisticated random noise generators. 

If value of         (or position of regularly pushed swing) plotted versus time, signal looks  
much like noise shown earlier. 

Random and boring. 

Chaotic systems have no memory of past and cannot evolve.

1/f

x

However, precisely at critical point where transition to chaos occurs, there is complex 
behavior, with           signal.1/f

Complex state is at border between predictable periodic behavior and unpredictable chaos. 

Complexity occurs only at one very special point, and not for general values of           where 
there is real chaos. 

The complexity here is not robust!!

�



Since all empirical phenomena we have discussed - fractals,            noise, catastrophes, 
and Zipf's law occur ubiquitously, they cannot depend on some delicate selection of  
temperature, pressure, or whatever, as represented by parameter           . 

Borrowing metaphor from English theologian William Paley, "nature is operated by a blind 
watchmaker" , who is unable to make continuous Þne adjustments.

Also, simple chaotic systems cannot  produce spatial fractal structure like coast of Norway.

1/f
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In popular literature, one Þnds subjects of chaos and fractal geometry linked together again 
and again, despite fact that have little to do with each other. 

Confusion arises from fact that chaotic motion described by mathematical objects known as 
strange attractors embedded in abstract phase space. 

These strange attractors have fractal properties, but do not represent geometrical fractals in 
real space like those we see in nature.

In short, chaos theory cannot explain complexity.

Self-Organized Criticality

Four phenomena discussed - regularity of catastrophic events, fractals,         noise, and 
Zipf's law similar - can all be expressed as straight lines on double logarithmic plot - 
make us wonder if all are manifestations of single principle.

1/f



Self-organized critical systems evolve to complex critical state without interference from  
any outside agent. 

Process of self-organization takes place over very long transient period. 

Complex behavior in geophysics or biology always created by long process of evolution. 

Cannot be understood by studying systems within time frame short compared with this 
evolutionary process. 

Phrase "you cannot understand the present without understanding history" takes on deeper 
and more precise meaning. 

Laws for earthquakes cannot be understood by studying earthquakes occurring in human 
lifetime . 

Must take into account geophysical processes that occurred over hundreds of 
millions of years and set stage for phenomena now observing.

Can there be something like Newton's law, F = ma, of complex behavior?

Maybe self-organized criticality is that single underlying principle.

Biological evolution cannot be understood by studying in laboratory how couple of 
generations of rats or bacteria evolve!!



                                Canonical example of SOC is pile of sand.  

Sandpile exhibits punctuated equilibrium behavior, where periods of stasis are interrupted  
by intermittent sand slides. 

Sand slides, or avalanches, caused by domino effect - single grain of sand pushes one or 
more other grains and causes them to topple. 

In turn, those grains of sand interact with other grains in chain reaction. 

Large avalanches, not gradual change, make link between quantitative and qualitative 
behavior, and form basis for emergent phenomena.

If picture correct for real world, then must accept instability and catastrophes as inevitable 
in biology, history and economics.
 
Because outcome contingent upon speciÞc minor events in past, also abandon idea of 
detailed long-term determinism or predictability. 

In economics, best can do, from selÞsh point of view, is shift disasters to neighbors.

Large catastrophic events occur as consequence of same dynamics that produces small 
ordinary everyday events.



Observation runs counter to usual way of thinking about large events - looks for speciÞc 
reasons, for instance, falling asteroid causing extinction of dinosaurs, to explain large 
cataclysmic events. 

Even though many more small events than large ones, most of changes of system are 
associated with large, catastrophic events. 

Self-organized criticality thought of as theoretical justiÞcation for catastrophism.

The Discovery of Self-Organized Criticality

In 1987 Chao Tang, Kurt Wiesenfeld, and Per Bak constructed simple, prototypical model of 
self-organized criticality, namely, the sandpile model. 

Calculations on model showed how system that obeys simple, benign local rules can 
organize itself into poised state that evolves in terms of ßashing, intermittent bursts 
rather than following smooth path. 

Did not set out with intention of studying sandpiles.
 
As with many discoveries in science, discovery of sandpile dynamics was accidental. 

Now describe events leading to discovery.
 
In hindsight, things could have been much simpler, but is interesting to see how actual 
process involved quite convoluted paths.



Science at Brookhaven (excellent intellectual environment)

Research in SOC involved combination of physics of equilibrium-critical phenomena 
involving many particles and chaos theory for simple dynamical systems.
 
Best physics carried out by small groups of imaginative scientists left alone to do whatever 
they wish to do. 

Good science is not necessarily expensive science.

Where Does          "Noise" Come From?1/f

Became obsessed with origin of mysterious phenomenon of         "noise" or "signal" emitted 
by numerous sources on earth and elsewhere in universe. 

Endless discussions in physics coffee room - intellectual center of Brookhaven.

1/f

Explanations          noise - ad hoc theories - single system - no general applicability - bad! 1/f



Conclusion -          noise is cooperative phenomenon where different elements of large 
      systems act together in some way. 

All of          noise were large systems with many parts. 

For instance, ßuctuations of water level of Nile related to landscape and weather pattern of 
Africa - certainly not a simple dynamical system.

1/f

1/f

Phenomenon appears everywhere - must be general, robust explanation.
 
Systems with few degrees of freedom, like angle/velocity of single pendulum or other 
equilibrium systems cannot show         noise or complex behavior, since Þne-tuning 
always necessary. 

1/f

        noise could be related to spatial structure of matter.
 
Systems in space have many degrees of freedom; one or more degrees of freedom  
associated with each point in space. 

Systems had to be open  - energy supplied from outside, since closed systems approach 
ordered or disordered equilibrium state without complex behavior. 

No known general principles for open systems with many degrees of freedom.

1/f



Susan Coppersmith's Dog ModelSusan Coppersmith(Bell Lab) visited. 

Some ideas to discuss - working on charge density waves in solid systems. 

Charge density waves (CDWs) - periodic arrangement of electronic charges, interacting 
with regular lattice of atoms in crystal. 

Had discovered simple but remarkable effect. CDWs - simple metaphor - hilly surface with 
elastic leash as shown. 

Equivalent to reluctant dog being pulled along 

At some point dog will slip - jump from one bump 
to next bump. 

Still tension in string after jump - dog ends up at 
position near top of bump, rather than sliding to 
equilibrium position at bottom of valley. 

Dog sits near top for while until tension built up again to overcome dog's friction - dog will 
jump again. 

Trivial example of punctuated equilibria  - no large events or catastrophes.

Simple nonequilibrium open system - energy supplied from outside by leash.



CDW thought of as string of particles (dogs), connected with springs, pulled across 
washboard by means of an external electric Þeld acting as constant force. 

Studied situation where chain pulled for some time, then allowed to relax, then pulled again.

After many pulses, most of particles(like dog) stay near top of potential(hill) between pulses. 

Particles sitting near top much more unstable than particles at bottom. 

Take only very small push to upset balance. 

Called resulting state minimally stable(metastable) . 

Result of theory very different from behavior of equilibrium systems, where all particles end  
up near bottoms of valleys in washboard potential.

Seemed to be possible to say something general about open nonequilibrium systems that 
would  distinguish them completely from equilibrium systems. 

Resulting conÞguration has no components of complexity whatsoever, no hints of fractals or          
        noise. 

Was Þrst systematic analysis of large dynamical systems out of equilibrium - demonstrating 
futility of thinking about them in equilibrium terms. 

                                          New thinking was necessary.

1/f



On Coupled Pendulums

Study of coupled  systems - many parts interact, continued. 

Looked at network of coupled torsion pendulums. 

Figure shows 1-dimensional version where pendulums connected along line.

Torsion pendulums can make full rotations around point of support, not just oscillate around 
equilibrium like simple pendulum. 

Previous studies - chaotic behavior in single pendulums - now - many coupled pendulums.

On computer, put many pendulums on regular two-dimensional grid. 

Neighbor pendulums connected with springs. 

Energy into system by selecting one pendulum randomly and pushing to make one revolution.



Because of network of connected pendulums, push put pressure on neighbor pendulums 
perhaps forcing one or more of those pendulums also to rotate.

Springs chosen to be sloppy Ñ would take several rotations of one pendulum before force 
on neighboring pendulums strong enough to cause rotation.

System dissipative  - if pushed once and left alone, pendulum would make only single  
revolution and stop because of friction. 

Think of pendulums rotating in syrup.

To simplify calculations only keep track of number of revolutions(winding numbers )
pendulums perform; ignore exact patterns of rotation. 

Tension of springs depends on difference in full number of rotations between neighbor 
springs. 

Because of connecting springs, winding numbers of neighbor torsion springs cannot differ 
too much. 

Dynamics involved only integer numbers, not continuous real numbers - greatly speeded 
up computer calculations.



                   The Philosophy of Using Simple Models: On Spherical Cows

Why simulate simple system of oversimpliÞed pendulums instead of realistic model of 
something going on in nature? 

Why don't we do calculations on real thing?

Answer is simple: no such thing as doing calculations on real thing. 

Cannot put frog into computer and simulate it to study biology. 

Whether calculating the orbit of Mercury, quantum mechanics of molecule, weather, etc, 
computer making calculations on mathematical abstraction originating in head of scientist.

Make pictures of world. 

Some pictures more realistic than others. 

Sometimes think modeling of world so good that are seduced into believing that computer 
contains copy of real world, so that real experiments or observations unnecessary. 

If want calculation to produce accurate quantitative results - weather, or accurate 
predictions - rate of global warming, demands more stringent than when only ask for 
qualitative behavior. 

True for computer modeling and pen-and-paper analytical calculations performed by  
geneticists in 1930s. 



Absence of computers put severe limitations on type of calculations possible. 

When scientists in past made theories of evolution, for example, made theories of simple 
models of evolution. 

Instead of calculating probabilities of reproduction and survival in real world, all information 
condensed into single abstract number called Þtness , to be calculated. 

Always dealing with model of system.

Large dynamical systems of interest like crust of earth so complicated that cannot hope to 
make accurate enough calculations to predict what will happen next.
 
Have to construct full-sized model of California in order to predict where and when next large 
earthquake would take place. 

This is clearly a losing strategy!

Physicist's agenda - understand fundamental principles of phenomenon under investigation.

Tries to avoid speciÞc details, such as next earthquake in California. 

Before asking how much have to add to description to make it reproduce known facts 
accurately, ask how much we can throw out  without losing essential qualitative features.



Strategy  - strip problem of all ßesh until left with naked backbone and no further reduction 
possible. 

Discard variables deem irrelevant. 

In process, guided by intuition. 

In Þnal analysis, quality of model relies on ability to reproduce behavior of what it is modeling!

Thus, how would physicists make suitable model of biological evolution? 

Biologist argues that since sexual reproduction in nature, theory of evolution must include 
sex. 

Physicist argues that was biology before was sex, so don't deal with that. 

Biologist points out organisms with many cells, so must explain how multicellular organisms 
developed. 

Physicist argues also single-cell organisms, so throw multicellular organisms out! 

Biologist argues life based on DNA, so must understand.
 
Physicist emphasizes is simpler life based on RNA, so don't deal with DNA. 

She argues must have been simpler reproductive chemistry before RNA, so don't deal with 
 that either, and so on.



Trick to stop process before we throw baby out with bathwater. 

Once have identiÞed basic mechanisms from simple models, others put more meat on 
skeleton, add more and more speciÞc details to check whether or not more details 
modify results.

This particular study - underlying philosophy is that general features, such as appearance 
of large catastrophes and fractal structure, cannot be sensitive to particular details.
 
                               Ñ> Principle of universality

Hope that important features of large-scale phenomena are shared between seemingly 
disparate kinds of systems, such as network of interacting economics agents, or 
interactions between various parts of crust of earth. 

Hope nourished by observation of ubiquitous empirical patterns in nature -- fractals,         
              noise, and scaling of large events among them - discussed earlier. 

Since these phenomena appear everywhere, cannot depend on any speciÞc details 
whatsoever.

1/f

Universality is theorist's dream come true.

If physics of large class of problems is same, option of selecting simplest possible system 
belonging to class for detailed study. 



Wilson's theory of phase transitions(Nobel Prize) proved its universality by demonstrating 
that basic properties of system near phase transition had nothing to do with microscopic 
details of problem. 

Doesn't matter whether dealing with liquid-gas transition, structural transition where crystal 
deforms, or magnetic transition where spins start pointing in same direction. 

Wilson's calculations based on Ising model, simplest possible model of phase transition,
agreed with experiments on much more complicated real systems.

Similarly Feigenbaum's studies of transition to chaos was based on map that can only be 
seen as caricature of real predator-prey ecological system.

Hope that system so simple can be studied effectively on computer, or laws of nature can 
be derived by mathematical analysis, with pen and paper, from stripped-down description or 
model. 

Simple models also serve to strengthen intuition of what goes on in real world by providing 
simple metaphoric pictures.

Concept of universality served us well in past. Spectacular successes in recent years. 

Neither Feigenbaum or May ever claimed map describes anything in real biology.
 
Feigenbaum argued that near transition to chaos dynamics same for all systems  
undergoing transition to chaos through inÞnite sequence of bifurcations  at each of 
which periodicity would be doubled. 



Contrast between simplicity of model, and depth of resulting behavior is astonishing. 

Although Feigenbaum's theory was based on grossly oversimpliÞed model, but 
experiments on 
many kinds of complicated systems have beautifully conÞrmed it. 

Phenomenon is quite universal.

ScientiÞc process is: 

        describe class of phenomenon in nature by simple mathematical model, 
                                         (Feigenbaum map); 

        analyze model either by analytical means or by numerical simulations

        (no fundamental difference between two approaches - both serve to 
         elucidate consequences (predictions) of simple model.) 

Often, simulations easier than mathematical analysis and serve to give us quick look at   
consequences of model before starting analytical considerations. 

Beauty of model measured as range between simplicity and complexity of phenomena that 
describes, that is, by degree has allowed us to condense description of real world.



Without concept of universality -> in bad shape. 

No fundamental emergent  laws of nature to discover, only big mess. 

Of course, have to demonstrate that models are robust, or insensitive to changes, in order 
to justify original intuition. 

If unfortunately, turns out are not, back to messy situation where detailed models of highly 
complex phenomena are only possible approach - so-called weatherman's approach.

Obsession among physicists to construct simpliÞed models is well illustrated by story about  
theoretical physicist asked to help Cornell Agricultural School raise cows that would 
produce more milk. 

For long time, nobody heard from her, but eventually she emerged from hiding, in a very 
excited state. 
                                   "I now have Þgured it all out", 

she says, and proceeds to blackboard with a piece of chalk and draws a circle. 

                              "Consider a spherical cow (simple model): . . ." 

Here, unfortunately it appears that universality does not apply - have to deal with real cow!


